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Abstract

In recent times, with the wide spread proliferation of wireless Local Area Networks
(wireless LANs) based on the IEEE 802.11 standard, Internet connections through wire-
less LANs have become more common. Moreover, with rapid advancements in mobile
terminals such as smartphones, tablets, and mobile access points (APs), the domain
available for accessing the Internet has grown. However, several issues of wireless LAN
technology have emerged. For instance, in ad hoc networks, both power saving and load
balancing are important requirements for prolonging the life of networks. In addition,
securing communication reachability for each terminal is an important issue. Further, in
infrastructure networks, the AP placement problem and AP selection problem are im-
portant considerations in network design. Moreover, media access control methods are
actively studied in order to improve the QoS of networks. This thesis describes solutions
to the aforementioned problems inspired by natural world.

Specifically, this thesis focuses on two technologies as solutions to the issues in ad
hoc networks. First, this thesis focuses on autonomous decentralized clustering based
on local interaction. For the clustering mechanism of a MANET, an autonomous de-
centralized structure formation method based on the local interaction of terminals (re-
ferred to as the back-diffusion method) has already been proposed in a previous study;
the method can be used to create an autonomous decentralized clustering of MANETs.
However, one issue of the clustering method is that the number of clusters decreases
with temporal evolution. Power saving and load balancing through hierarchical man-
agement of the network cannot be achieved owing to this problem. This thesis proposes
a method that maintains the number of clusters (guarantees stability). Furthermore, the
back-diffusion method can be used to configure clusters that reflect a network condition
such as the residual battery power and the degree of each node. However, the effect of
clusters that reflect a network condition has not been evaluated. This thesis configures
clusters using the back-diffusion method and a bio-inspired method, which is a type of
autonomous decentralized clustering method that is unable to reflect a network condi-
tion. Then, this thesis also clarifies the importance of a clustering method that reflects a
network condition, with regard to power consumption and data transfer efficiency.

Second, this thesis focuses on a method for designing the radio transmission range
considering a target problem. In general, terminals in an ad hoc network are operated by
battery powered systems. Thus, extending a network’s lifespan through power saving
at each terminal is an important issue in an ad hoc network. To address this issue, one
solution is to reduce the power consumption of each terminal by suppressing the radio
transmission range of each terminal; however, this solution causes degradation of reach-
ability of user data at each terminal. That is, the reachability of each terminal decreases

vii



drastically. This thesis proposes a method for designing the radio transmission range
considering a target problem in order to improve both power saving and a terminal’s
reachability in an ad hoc network.

For infrastructure networks, this thesis proposes and evaluates an acceleration of
throughput prediction method for the AP considering the distribution of the terminals.
In previous studies, the throughput of the AP in a multi-rate environment was estimated
by the harmonic average of terminal’s transmission rate. Thus, the complexity is linear
order computation. By using the proposal, the calculation cost of the existing method
can be reduced to a constant. Moreover, this thesis proposes an AP selection method,
where mobile APs move cooperatively in addition to user mobility to avoid performance
anomalies in an IEEE 802.11 multi-rate wireless LAN environment. Note that perfor-
mance anomaly is an issue that it decreases the throughput of an AP when the APs are
connected to terminals whose transmission rates are extremely low.

Furthermore, wireless LANs based on the IEEE802.11 standard usually use carrier
sense multiple access with collision avoidance (CSMA/CA) for media access control.
However, in CSMA/CA, if the number of wireless terminals increases, the back-off
time derived by the initial contention window (CW) tends to conflict among wireless
terminals. Consequently, data frame collisions often occur, which sometimes results in
degradation of the total throughput in the transport layer protocols. In order to improve
the total throughput of all terminals, this thesis proposes a new media access control
method, SP-MAC, which is based on the synchronization phenomena of coupled oscil-
lators. Moreover, it is demonstrated in this thesis that SP-MAC drastically decreases the
data frame collision probability and improves the total throughput compared with the
original CSMA/CA method.
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Chapter 1

Introduction

In recent years, wireless Local Area Networks (wireless LANs) based on IEEE 802.11
standard [1,2] have become increasingly popular. Wireless LANs can be introduced

at lower costs compared to wired LANs as they can be configured without hard-wiring
between terminals and Access Points (APs). If APs have access to the Internet, terminals
in the transmission area of the AP can access the Internet regardless of their location.
Owing to these advantages, currently, wireless LANs are used in various environments
such as homes, offices, and schools . Further, owing to rapid advancements in mobile
terminals such as smartphones, tablets, and mobile APs, public Wi-Fis [3] have widely
proliferated [4]. Moreover, remote campus systems [5] and telemedicine systems [6–8]
can be constructed through wireless LAN systems, thereby connecting remote locations,
such as isolated islands with universities and hospitals.

There are two modes of wireless LANs based on IEEE 802.11 [1, 2]: infrastructure
mode and ad hoc mode. In the infrastructure mode, wireless LAN systems consist of
APs connected to external networks via wired LAN (e.g. Ethernet) as well as a number
of terminals located within the radio transmission range of the APs. The infrastructure
mode is typically used for public wireless LAN service areas. Conversely, the networks
using the ad hoc mode can be configured autonomously using wireless terminals such
as laptops and tablets, without requiring network infrastructure such as APs. Moreover,
the ad hoc mode networks can be configured rapidly and inexpensively. In addition,
when a large-scale disaster such as an earthquake or tsunami occurs, the wireless ad
hoc networks are beneficial because they can be configured without network infrastruc-
tures [9–13]. As a specific example, [9] have proposed SKYMESH, which is an instance
of the ad hoc network configured using aircrafts equipped with the AP of wireless LAN.
Because of the above reasons, the wireless LAN is one of the most important commu-
nication infrastructure not only in times of peace but also in the event of a disaster.
However, the wireless LAN technology has various issues. For example, in the ad hoc
mode wireless LANs, both power saving and load balancing are important issues for life
prolongation of networks. In addition, securing communication reachability for each
terminal is a significant issue. On the other hand, in the infrastructure mode wireless
LANs, an AP placement problem and an AP selection problem are important consider-
ations in the network design. Furthermore, a Quality of Service (QoS) control method
and a media access control (MAC) method are actively studied.

This thesis focuses on power saving and communication reachability for the ad hoc
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Figure 1.1: Layer structure of nature: Snake of uroboros.

networks. Furthermore, the AP selection method, the throughput prediction method,
and the MAC method are proposed to address the issues of the infrastructure mode.
Previous studies have proposed clustering methods for networks and transmission range
management technologies for terminals in the ad hoc networks. Moreover, to address
the issues of the infrastructure mode, various AP selection or AP placement algorithms
and throughput prediction methods have been proposed. Additionally, some MAC
methods have been proposed to improve the QoS of users. One of the example of these
solutions is to control the entire system by behavior of individual elements constituting
a system which is according to the local rule.

An example of the system which realize the above solution is natural world. The
natural world is controlled with the order. The structure of hierarchy is found in the
order of nature, and it is a complexly intertwined hierarchical structure from small
scale to large scale [14]. As an example, substances are constructed by some atoms
or molecules. Moreover, the atom is constructed by the set of smaller materials such as
nucleus, protons, electrons, and quarks. On the other hand, both organic materials such
as organisms and inorganic materials such as minerals are composed by many atoms.
Further, the earth was formed by a living entity and minerals, and the earth is a part of
the solar system. The solar system is a part of the galaxy, and the cosmos is constructed
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by many galaxies. Thus, the entire natural world is formed by configuring the structure
of the macro-scale (1030 order) which is stacking components of a micro-scale (10−24

order) hierarchically (see Fig.1.1). As described above, the components of nature is
controlled by the local behavior of the components in the lower hierarchy from it. Here,
by considering the control which imitates the behavior of the natural world, the solution
of the issues which is described above can be proposed. However, in order to achieve
the purpose, it is necessary to clarify what gimmicks operates in the natural world. To
elucidate the natural world, many researchers have already tried a variety of approaches.

Here, the challenge of elucidate the natural world include to clarify the various phe-
nomena and behavior which are caused by the components of the natural world. In
fact, various phenomena are caused by the behavior of the components for the natural
world. As a specific example, several biological phenomena such as pattern formation
of animals and plants [15] and beating of the heart [16] exist. Further, social phe-
nomena such as traffic congestion [17] and economic recession/inflation [18] also are
known. These phenomena are an interesting subject for study in order to clarify the
natural world. There are social sciences and natural sciences as academic to elucidate
the natural world. To study the behavior which caused by the human interaction, social
sciences have been established. Examples of the social sciences are the economy, the
geography, and the historiography. Moreover, natural sciences have been proposed in
order to clarify the natural phenomena. The physics, the chemistry, and the biology are
representative examples of the natural sciences.

Here, an important requirement in order to analyze the phenomena is that quantita-
tive reproduction of the phenomena is necessary. To achieve this requirement,modeling,
which is a method for representing a phenomenon by a formula, is a useful tool in both
the social sciences and natural sciences. That is, both natural sciences and social sci-
ences have a common goal of revealing the natural world through the model. Previous
studies have already proposed the model of phenomena, and characteristics of the natu-
ral world is shown in the model. Thus, by utilizing the proposed models, it is possible to
realize a control which uses the behavior of nature. So far, some studies have proposed
and evaluated nature-inspired (social/natural sciences inspired) technologies [19–22].
These are the systems that take advantage of the harmony of the natural world. This
thesis proposes advanced technologies for wireless LANs using models of natural phe-
nomena proposed by pioneers. Especially, this thesis proposes advanced technologies
for wireless LANs which controls the entire system by behavior of according to the
local rule with individual elements constituting a system as the natural world.

This thesis focuses on two technologies as solutions to the issues of the ad hoc
networks. First, this thesis focuses on an autonomous decentralized clustering based
on local interaction. For the clustering mechanism of the ad hoc networks, an au-
tonomous decentralized structure formation method (the back-diffusion method [23])
which is based on the local interaction of terminals has already been proposed and eval-
uated in a previous study. However, the problem of the back-diffusion method is that the
number of clusters decreases with temporal evolution. Power saving and load balanc-
ing through hierarchical management of the network cannot be achieved owing to this
problem. This thesis proposes a method that maintains the number of clusters (guaran-
tees stability) [24–26]. Furthermore, the back-diffusion method is known to configure
clusters that reflect the network condition, such as residual battery power and the de-
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gree of each node. However, the effect of clusters that reflect the network condition has
not been evaluated. This thesis configures clusters using the back-diffusion method and
a bio-inspired method, which is an instance autonomous decentralized clustering that
cannot reflect a network condition. Next, this thesis clarifies the importance of cluster-
ing for reflecting a network condition, with regard to the power consumption and the
data transfer efficiency [27–29]. Second, this thesis focuses on the design method for
the radio transmission range considering the target problem [30]. In general, terminals
in the an ad hoc network are operated with battery powered systems. Thus, extending
the network lifetime through power saving for each terminal is an important issue in the
ad hoc networks. One method to address this issue is to reduce the power consumption
of each terminal by reducing the radio transmission range of each terminal; however, it
could lead to degradation in reachability of user data for each terminal. That is, reach-
ability of each terminal could decrease drastically. This thesis proposes a method for
designing the radio transmission range considering the target problem in order to im-
prove both power saving and a terminal’s reachability in the ad hoc network. For the
infrastructure mode wireless LANs, this thesis proposes and evaluates an acceleration
of throughput prediction method for the AP considering the distribution of the termi-
nals [31]. In previous studies, the throughput of the AP in the IEEE 802.11 multi-rate
environment was estimated by the harmonic average of terminal’s transmission rate.
Thus, the complexity is linear order computation. By using [31], however, the calcu-
lation cost of the existing method can be reduced to a constant. Note that the terminal
distribution is approximated by a probability distribution. Moreover, this thesis proposes
an AP selection method [32–34], where mobile APs move cooperatively in addition to
user mobility to avoid performance anomalies in the multi-rate wireless LAN environ-
ment. The proposed AP selection method is based on Pareto optimization. Note that a
performance anomaly is an issue that it decreases the throughput of an AP because APs
are connected to terminals whose transmission rates are extremely low. Furthermore,
wireless LANs based on the IEEE802.11 standard usually use carrier sense multiple ac-
cess with collision avoidance (CSMA/CA) for MAC method. However, in CSMA/CA,
if the number of wireless terminals increases, the back-off time derived by the initial
contention window (CW) tends to conflict among wireless terminals. Consequently, a
data frame collision often occurs, which results in degradation of the total throughput
in the transport layer protocols. In order to improve the total throughput, this thesis
proposes a new media access control method, SP-MAC [35–38], which is based on the
synchronization phenomena of coupled oscillators. Moreover, this thesis shows that SP-
MAC drastically decreases the data frame collision probability and improves the total
throughput compared with the original CSMA/CA.

The remainder of this thesis is organized as follows: Chapter 2 introduces related
works of this study. Chapter 3 explains the studies about the autonomous decentralized
clustering based on the local interaction. Chapter 4 describes the method for designing
the radio transmission range using target problem in order to improve both power sav-
ing and a terminal’s reachability. Chapter 5 proposes the throughput prediction method
for the AP considering the terminal’s distribution. Chapter 6 summarizes the AP selec-
tion method based on cooperative moving of both users and APs. Chapter 7 elucidates
the media access control method based on the synchronization phenomena of coupled
oscillators. Finally, Chapter 8 shows the conclusion and future works.
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Figure 1.2: The relationship among behavior, models, and advanced technologies in the
thesis.

Table 1.1: The local rule and aim of the technology.

Chapter Local rule Aim of the technology
3 Calculation of the clustering metric To configure clusters
4 Calculation of the transmission range To improve the reachability

5 Calculation of the ratio of the terminal
connecting near the AP To predict the AP throughput quickly

6 Minimization of the distance
between the AP and the terminal To Maximize the AP throughput

7 Calculation of the Kuramoto model To avoid the data frame collision

Here, the chapters of this thesis are categorized from the point of view of the model
and local rule for the technologies, the location of installation for the technologies,
the control form of the technologies, the technical area for the technologies, and the
correspondence between TCP/IP protocol and the technologies.

The model and local rule for each technology
Figure 1.2 shows the relationship among the behavior of the natural world, the mod-

els of each behavior, and the advanced technologies for the wireless LAN. In Fig.1.2,
Diffusion equation, Rayleigh distribution, and Kuramoto model are proposed by natural
sciences. On the other hand, Pareto optimization is a kind of model which is devised
for the microeconomics. That is, Pareto optimization is proposed by social sciences.
Moreover, Table 1.1 summarizes the relationship between the aim of the technology
and the local rule that the components of the wireless LAN system (terminal and AP)
performs in each technology. In any technology of this thesis, the control aimed by the
wireless LAN system can be realized by performing the local rules of the terminal or
the AP. That is, these technologies realize the control for the entire system by behavior
of components as the natural world.
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Figure 1.3: The location of installation for advanced technologies of the thesis.

Table 1.2: The relationship between the control form and advanced technologies of the
thesis.

Chapter Control form
3 Decentralized
4 Centralized
5 Centralized
6 Centralized
7 Centralized

The location of installation for each technology
Figure 1.3 summarizes the location of installation for the advanced technologies of

the thesis. That is, Fig.1.3 shows who performs the local rule in order to control the
wireless LAN system in each technology. From Fig.1.3, in order to solve the issue of
the ad hoc mode wireless LAN, both the autonomous decentralized clustering which is
proposed in Chapter 3 and the designing method of the transmission range for wireless
terminals which is proposed in Chapter 4 are installed in the terminal only. On the other
hand, the AP throughput prediction method which is proposed in Chapter 5 is installed
in the AP only. Moreover, both the AP selection method which is proposed in Chapter 6
and the media access control method which is proposed in Chapter 7 are needed to
install in both the terminal and the AP.

The control form of each technology
The relationship between the control form and the advanced technologies of the

thesis is shown in Table 1.2. From Table 1.2, the technology proposed in Chapter 3 is
only the distributed control system. Moreover, the technologies which are proposed in
Chapter 4, Chapter 5, Chapter 6, and Chapter 7 are the centralized control system.
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Figure 1.5: The correspondence between TCP/IP protocol and advanced technologies
of the thesis.

The technical area for each technology
Figure 1.4 summarizes the technical area of the advanced technologies which are

proposed in the theses. From Fig.1.4, the technology proposed in Chapter 7 is associ-
ated with the communication method. Moreover, Chapter 3, Chapter 4, and Chapter 5
propose the advanced technologies for the network design. In addition, proposals of
Chapter 6 is the advanced technology for the network management. That is, frames
are sent by the technology proposed in Chapter 7. Furthermore, using the information
which is included in the frames, the network design technologies which are proposed in
Chapter 3, Chapter 4, and Chapter 5 are operated. Finally, to improve the performance
of the network, network administrators manage the network using the technology pro-
posed in Chapter 6.

The correspondence between TCP/IP protocol and each technology
Finally, Fig.1.5 shows the correspondence between TCP/IP protocol and the ad-

vanced technologies of the thesis. From Fig.1.5, the proposals in Chapter 4, Chapter 5,
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and Chapter 6 are the technologies corresponding to the physical layer of TCP/IP proto-
col. They are technologies for the physical connection of the wireless terminals and the
AP. Moreover, the proposal in Chapter 7 is the MAC layer protocol. It is the technology
of the access timing control for the wireless terminal and the AP. Further, the proposal
in Chapter 3 is associated with the application layer. It is the technology of both the
power saving and the load balancing of the wireless terminals.
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Chapter 2

IEEE802.11 Wireless LAN

This chapter presents an overview of IEEE802.11 wireless LAN [1].

2.1 Overview of IEEE802.11 wireless LAN
The IEEE802.11 wireless LAN is one of the most popular standards for wireless Internet
access. It has several versions (Table 2.1) such as IEEE802.11b [39], IEEE802.11g [40],
IEEE802.11n [41], and IEEE802.11ac [42]. These versions use 2.4 GHz and 5 GHz
bands. Note that in Table 2.1, the Data rate shows the maximum data rate in each
standard.

There are two forms of wireless LANs based on the IEEE 802.11, infrastructure
mode and ad hoc mode. In the infrastructure mode, wireless LAN systems consist
of APs connected to external networks via a wired network (e.g. Ethernet) as well as a
number of terminals located within the radio transmission range of the APs. Conversely,
networks using ad hoc mode can be configured autonomously using wireless terminals
such as laptops and tablets, without network infrastructure such as APs. Moreover, ad
hoc mode networks can be configured rapidly and inexpensively. For example, ad hoc
networks can construct sensor networks [43] for the purpose of environmental mon-
itoring. Additionally, they can be used in vehicle to vehicle (V2V) communication
systems [44] for delivering traffic information such as traffic jam and traffic accident.

In ad hoc networks, there are two communication methods, single-hop and multi-
hop. In single-hop communication, each terminal communicates directly (1 hop). Thus,
a sender must increase the transmission power if the distance between the sender and
receiver is relatively large. Therefore, single-hop communication is not suitable for ex-
tending an ad hoc network’s lifetime. Note that the infrastructure mode uses single-hop
communication. Conversely, in multi-hop communication, the sender and the receiver
are not required to communicate with other terminal directly; packets can be relayed
by terminals in between a sender and a receiver. In other words, terminals in multi-
hop communication networks can receive packets from neighboring terminals. Thus,
multi-hop communication is suitable for extending the lifetime of ad hoc networks.

In IEEE802.11 wireless LANs, a wireless terminal uses carrier sense multiple access
with collision avoidance (CSMA/CA) as the MAC method and autonomously sends
data frames (see Fig.2.1). Thus, each wireless terminal individually decides the timing
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Table 2.1: IEEE 802.11 standards.

Standard Release year Frequency range Bandwidth Modulation Data rate
802.11 1997 2.4 GHz 20 MHz DSSS, FHSS 2 Mbps
802.11b 1999 2.4 GHz 20 MHz DSSS 11 Mbps
802.11a 1999 5 GHz 20 MHz OFDM 54 Mbps
802.11g 2003 2.4 GHz 20 MHz DSSS, OFDM 54 Mbps
802.11n 2009 2.4/5 GHz 20/40 MHz OFDM 600 Mbps
802.11ac 2013 5 GHz 40/80/160 MHz OFDM 6.93 Gbps
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Figure 2.1: Example of CSMA/CA.

of data transmission. In CSMA/CA, if the channel becomes idle when a data frame
arrives in the transmission queue, it defers to DCF inter frame space (DIFS) time. Then,
if the channel remains idle after DIFS, CSMA/CA waits for the back-off time, which
is randomly calculated using a CW. Subsequently, if the channel remains idle after the
back-off time, the terminal sends the data frame. The back-off time is determined using
Eq.(2.1), which is calculated independently for each terminal.

Backoff = Random() × SlotTime (2.1)

In Eq.(2.1), Random() and SlotTime indicate a random integer derived from a discrete
uniform distribution [0,CW] and the slot time interval specified in IEEE802.11, respec-
tively. Note that CW satisfies CWmin ≤ CW ≤ CWmax At this point, the initial CW is
set to CWmin. If a collision causes the data frame transmission to fail, then the terminal
sets the back-off time using Eq.(2.1) again. In this case, the CW becomes twice as large
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as the previous value, and the upper bound is CWmax (= 1023). If the retransmission
exceeds the maximum retry limits (usually 7), the terminal discards the data frame.

2.2 Multi-rate transmissionmechanism and performance
anomaly problem

Most IEEE802.11b/a/g wireless LANs [1] employ multi-rate transmission for effective
communication. In IEEE802.11b, the transmission rates are 11, 5.5, 2, and 1 Mbps,
whereas IEEE802.11 a/g offers 54, 48, 36, 24, 18, 12, 9, and 6 Mbps. These protocols
specify multiple transmission rates, and an appropriate transmission rate can be selected
so as not to exceed a certain bit error rate or frame error rate [45]. The appropriate
transmission rate is usually selected by each vendor’s original algorithm. However,
some products allow the transmission rate to be manually selected. For example, in
transmission rate control [46], if the electric wave environment worsens and high-speed
transmission cannot be maintained, the AP drops the transmission rate.

In a multi-rate environment, however, a performance anomaly [47] degrades the
throughput of all terminals connected to one AP (Fig.2.2). The throughput of the ter-
minal connected to the same AP becomes nearly equal to that of the terminal with the
lowest transmission rate. This problem is caused by CSMA/CA. In a wireless LAN
environment, each terminal can obtain a fair transmission opportunity. Specifically,
CSMA/CA provides each terminal with the same number of accesses to the commu-
nication channel. However, in a multi-rate environment, the time for which a terminal
occupies the channel depends on its transmission rate. Since a terminal with a high
transmission rate has a short channel occupancy time, the wait time of other terminals
decreases. Conversely, since the channel occupancy time of a low transmission rate
terminal is long, the wait time of other terminals increases. In this situation, the trans-
mission cycle of terminals with high transmission rates becomes the almost the same as
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that of the terminal with the lowest transmission rate. Accordingly, the throughput of
the high transmission rate terminals decreases.

In a multi-rate environment, it is known that the throughput of the AP (the total
throughput of all terminals connected to the AP) Th can be estimated by Eq.(2.2) [48].
Equation (2.2) shows that AP throughput Th is equal to the harmonic average value of
the transmission rate of terminals connected to the same AP in a multi-rate environment.

Th =
ncnt∑

{ j|1≤ j≤N, b j>0}
(b j)−1

(2.2)

In Eq.(2.2), N means the number of all terminals in the system, and ncnt (≤ N)
denotes the number of terminals connected to the AP with transmission rates larger than
0 bps. Moreover, b j is the transmission rate of the jth terminal connected to the AP, and
b j changes according to the distance between the AP and the terminal. Note that the
transmission rate that equals 0 bps is dropped from the denominator of Eq.(2.2). This
study assumes that Eq.(2.2) indicates AP throughput. The throughput of the terminal
connected to the AP Thu is obtained by dividing by ncnt (Eq.(2.3)) because all terminals
connected to the same AP have the same Thu values.

Thu =
Th
ncnt

(2.3)

12



Chapter 3

An Autonomous Decentralized
Clustering Based on Local Interaction

This chapter describes studies about the autonomous decentralized clustering based
on local interaction [23].

3.1 Introduction
Large-scale disasters such as tsunamis and earthquakes can seriously damage or destroy
network infrastructure. In the aftermath of such disasters, it is crucial to quickly gather
information about the disaster and to promptly issue according evacuation orders. In or-
der to realize these goals, failures in network functionality must be corrected as quickly
as possible. Because confusion tends to abound immediately after a catastrophe, net-
work protocols designed with the assumption of a normal environment may not satisfy
operating requirements, and hence prompt network recovery may not be possible. This
problem can be solved by creating an environment in which the remaining devices can
operate effectively.

One solution is mobile ad hoc networks (MANETs) [49], where mobile terminals
directly connect to one another to create a communication network without recourse to
network infrastructure, such as base stations and/or APs of wireless LANs connected to
wired backbone networks. One of the most important issues in MANETs is to reduce
the power consumption of the network in order to extend its life span. The research
has been conducted on methods to reduce the power consumption of networks [50–52].
Clustering mechanisms for MANETs have been proposed for power saving and load
balancing [53,54]. They are important because they help reduce the power consumption
of each node and extend the life of the entire network. These mechanisms use metrics
such as the battery reserves [55] and the performance (e.g., processing speed, memory,
and other parameters) [56] of each node in the network.

Various clustering methods have been studied [57–62]. However, all these method
require non-local information. In other words, they are not strictly autonomous decen-
tralized algorithms, and global information regarding the state of the network is needed
to obtain a globally optimal solution for the cluster structure. It is practically difficult to
acquire global network information because information exchange is structurally lim-
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ited in MANETs. This emphasizes the importance of autonomous decentralized cluster
configuration methods, whereby globally optimum structures can be developed from
local information, and can be used to execute traffic control, path control, and network
resource management.

Methods proposed in [63, 64] are based on local information, and include the well-
known bio-inspired method, which uses a Turing pattern of reaction-diffusion equations.
However, these clustering methods use seven parameters, and thus parameter setting is
difficult for them. Moreover, clusters configured using the bio-inspired method cannot
reflect the characteristics of the given network conditions (e.g., the distribution of the
residual battery power of terminals, the position of power supplies, or the degree of
mobile terminals).

In the past, [65] has proposed a framework for a novel autonomous decentralized
mechanism based on local interaction. This framework is founded on the interplay be-
tween local interaction and the solution provided by a partial differential equation. As a
specific example, [23] proposed the autonomous decentralized formation of structures
with finite spatial size and showed the applicability of the method to autonomous clus-
tering in MANETs. This clustering method, the back-diffusion method, can configure
clusters using only local information about neighboring nodes. Moreover, it allows each
node to act flexibly based only on the information available to it, i.e., its own situation.
Consequently, the back-diffusion method can yield clustering structures that reflect the
characteristics of the network condition. [66] shows that the back-diffusion method can
configure clusters faster than an existing method [63] by a factor of 10 or more. This
means that communication can be recovered more quickly through the back-diffusion
method. Furthermore, the clusters yielded by the back-diffusion method have approxi-
mately double the lifetime of those generated by the bio-inspired method in the control
packet transfer phase [27]. Note that [27] makes no mention of the effect of the routing
algorithm on the data packet transfer phase.

However, the problem of [23] is that the number of clusters decreases with temporal
evolution. The power saving and the load balancing by the hierarchical management
of the network cannot be performed by this problem. This chapter proposes a method
which maintains the number of clusters (guarantees stability) [24–26]. So, the aim is to
maintain the hierarchical network configuration created by clusters. This study focuses
on the hierarchical network configuration as a preliminary study which is necessary to
realize the real communication considering data transfer by network protocols.

Moreover, the effect of clusters that reflect the network condition has not been evalu-
ated. To show the effectiveness, this chapter configures clusters using the back-diffusion
method [23] and the bio-inspired method [63]. Then, this chapter evaluates the effect
which reflects the network condition for clusters from the point of view of both power
consumption and data transfer efficiency [28]. In particular, this chapter shows the char-
acteristics of power consumption using the metrics of both the first node die (FND)
time [67] (FND time is the time period until the first failure of a node due to battery
exhaustion) and the percentage of live nodes. Live nodes are those that have battery
power remaining. Moreover, this chapter evaluate the amount of the received pack-
ets by the destination node of the network, which is configured by the back-diffusion
method and the bio-inspired method, to determine data transfer efficiency. Further, this
chapter shows the performance characteristics of each method in terms of the number of
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nodes and node mobility [29]. A hierarchical temporally ordered routing algorithm (Hi-
TORA) [68] is used in order to evaluate the data transfer efficiency of the cluster. Note,
however, that the aim of this chapter is not to find the most suitable routing algorithm
for the back-diffusion method.

This chapter consists of the following sections: Section 3.2 presents the framework
of the autonomous decentralized structure formation technology and explain the bio-
inspired method, which is an autonomous decentralized structure formation approach
that uses Turing patterns. Furthermore, Sect. 3.3 proposes and evaluates a guarantee
method of the stability for clusters configured by the back-diffusion method. Section 3.4
shows evaluations of the characteristics for the back-diffusion method about the power
consumption and the data transfer efficiency. Finally, Sect. 3.5 provides the concluding
remarks.

3.2 Clustering method based on autonomous decentral-
ized structure formation

This section provides an overview of the autonomous decentralized structure formation
that uses back-diffusion drift. Moreover, the bio-inspired method based on reaction-
diffusion equations is also described in this section.

3.2.1 Overview of back-diffusion based autonomous decentralized
structure formation technology

This section first introduces the autonomous decentralized structure formation technol-
ogy (back-diffusion method) for an one-dimensional network model to provide an in-
tuitive understanding of the behavior of the method. Let the density function (density
distribution) of a certain quantity at time t and position x be q(x, t). The initial value of
q(x, 0) can be considered as the metric, e.g., the residual battery power of each node in a
MANET. Local behavior corresponds to changing the value of q(x, t) at each point, x, by
controlling the information exchange between adjacent nodes. Note that q(x, t) (t > 0)
is used for cluster configuration and is independent of residual battery power, whereas
q(x, 0) reflects initial battery power. Therefore, changing the value of q(x, t) at each
point does not mean that each node changes its own battery power. In an autonomous
decentralized structure formation, flow J(x, t) (the operation rule that changes the value
of q(x, t)) is expressed as

J(x, t) = −c f (x, t) q(x, t) − cσ2 ∂

∂x
q(x, t), (3.1)

where the first and second terms denote the drift and diffusion terms, respectively. The
temporal evolution of distribution q(x, t) that corresponds to this change is given by

∂

∂t
q(x, t) = c

(
∂

∂x
f (x, t) + σ2 ∂2

∂x2

)
q(x, t). (3.2)

In the above equation, c (> 0) denotes the rate of temporal evolution of q(x, t) and σ2

denotes the variance of the normal distribution on which the function converges. In
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Eq.(3.1), moreover, J(x, t) represents the extent of spatial movement of q(x, t); note
that the total amount of q(x, t) does not change over time. Equation (3.2) is a second-
order differential equation. Therefore, this operation rule can be determined through
interaction with adjacent nodes.

The introduction of f (x, t) eliminates the need to set a coordinate system in the
network. As a more intuitive explanation, this section considers the potential function
Φ(x, t) instead of f (x, t) as Eq.(3.3):

f (x, t) = −∂Φ(x, t)
∂x

. (3.3)

Choosing an appropriate Φ(x, t) yields autonomous decentralized control that does not
depend on a coordinate system. Now, the calculation of the drift term from q(x, t) at each
point x is investigated. Since Φ(x, t) should result in the maintenance of the distribution
within a finite spatial size, contrary to the effect of diffusion, Φ(x, t) is, after discrete
time ∆t, given by

Φ(x, t + ∆t) = −
(
q(x, t) − γ∂

2q(x, t)
∂x2

∆t
)
, (3.4)

where γ > 0, and Φ(x, t) is periodically renewed at intervals of ∆t. The above equation
is obtained by the sign inversion of the space derivative term in the diffusion equation.
Note that Eq.(3.4) uses periodic time with interval ∆t instead of dt. This is because the
effect of the second term vanishes at the limit where dt approaches 0 [23].

The method of generating potential Φ(x, t + ∆t) by using q(x, t) is shown in Fig.3.1.
The meaning of this figure is expressed as follows:

• This method lets the time progression of the diffusion phenomenon with diffusion
coefficient γ be reversed (back-diffusion).

• This method then reverses the distribution (up and down) and regards the completed
distribution as the potential.

Because of the effect of the drift term, including the potential, the peak of q(x, t)
is emphasized and the shape of the distribution is sharpened (Fig.3.2). The effect of
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Figure 3.3: Cluster structure formation by the back-diffusion method (initial state, after
5, 20).
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Figure 3.4: The effect of the back diffusion in one-dimension model.

the diffusion term, on the other hand, is to flatten the distribution. Figure 3.3 shows an
example of the structure with a finite spatial size that can be formed by balancing one
effect against the other. In Fig.3.3, the peak of q(x, t) is the representative node of the
cluster and the minimum value of the distribution is the boundary of the cluster.

Here, this section explains the characteristics of the proposed method using Fig.3.4.
For example, the initial condition on a one-dimension model in which there are two or
more peaks on the left, and there is one small-scale peak in the right. In areas that have
multiple peaks, the peaks are integrated autonomously to form one cluster. On the other
hand, when there is no peak in the surrounding, the peak is emphasized even if it is not
a powerful peak. This effect derives from the back diffusion, and the proposal adopts
back diffusion to form the cluster even for a remote weak peak.

Moreover, [23] has shown that the approach can be applied to an arbitrary network as
well as a one-dimensional network because diffusion and back-diffusion can be defined
based only on the states of the node and nodes adjacent to it. The author now concretely
describes the local action rule in the network. First, the set of nodes that are adjacent
to node i (the set of nodes that are linked to node i) is defined as Ni. The author also
discretizes time and set the time interval of autonomous control as ∆t. In the following,
the action rule for spatial discretization that corresponds to nodes in the network, and
time discretization that corresponds to control timing were described. The distribution
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qi(tk) at time tk (:= k × ∆t) at node i changes (after ∆t) as Eq.(3.5):
qi(tk+1) = qi(tk) − ∆t

∑
j∈Ni

(
Jdrifti, j (tk) + Jdiffi, j (tk)

)
, (3.5)

where Jdrifti, j (t) and Jdiffi, j (t) are variations created by the drift effect and the diffusion effect
within each unit time, respectively. Jdrifti, j (t) and Jdiffi, j (t) satisfy Eq.(3.6), Eq.(3.7), and
Eq.(3.8):

Jdrifti, j (tk) :=
{

c fi, j(tk) qi(tk), ( fi, j(tk) > 0),
−c f j,i(tk) q j(tk), ( f j,i(tk) > 0), (3.6)

fi, j(tk) := −(Φ j(tk) − Φi(tk)), (3.7)

Jdiffi, j (tk) := −σ2
(
q j(tk) − qi(tk)

)
. (3.8)

Due to the drift effect, the distribution moves in direction i → j ( j → i) in the case
of fi, j(tk) > 0 ( fi, j(tk) < 0). Here, equation fi, j(tk) = − f j,i(tk) holds. The variation is
proportional to the product of the velocity of the drift fi, j(tk) ( f j,i(tk)) and qi(tk) (q j(tk))
in node i ( j). The above description is formalized by Eq.(3.6). The variation due to the
diffusion effect is proportional to the gradient of the distribution in Eq.(3.8).

The author now explains how to determine the potential Φi(tk) that is related to
drift. The potential value Φi(tk+1) of node i at time tk+1 is decided by the value of the
distribution qi(tk) and the back-diffusion of qi(tk) as Eq.(3.9):

Φi(tk+1) = −
qi(tk) − γ∆t∑

j∈Ni

(
Jbacki, j (tk) − Jbackj,i (tk)

) , (3.9)

where Jbacki, j (tk) is generated by the back-diffusion of qi(tk), and is the variation in a unit
time period in the direction of node i→ j. The variation Jbacki, j (tk) is given by

Jbacki, j (tk) =
{
q j(tk) − qi(tk), (∆qmax

i (tk) = q j(tk) − qi(tk)),
0, (otherwise). (3.10)

∆qmax
i (tk) := max

(
max
j∈Ni

(
q j(tk) − qi(tk)

)
, 0

)
. (3.11)

∆qmax
i (tk) is the difference between the distribution value of node i and the distri-

bution value of the adjacent node j in the direction of the steepest ascent from node
i (Eq.(3.11)). In the above-mentioned action rule for discretization in the network
(Eq.(3.10)), local interaction is guaranteed because the summations of nodes j ∈ Ni

in the above equations involve only the nodes adjacent to node i.
To achieve the above-mentioned control, it is necessary to exchange information

about the values of the distribution q j(tk) for the adjacent nodes at the interval of ∆t.
The complexity of this information exchange does not depend on network size because
the communication range is only one hop. Therefore, it is scalable against the number
of nodes.

Note that cσ2 need to satisfy Eq. (3.12)

cσ2 <
1

dmax
(3.12)

where dmax means the maximum degree of nodes in the network. If cσ2 do not meet
Eq. (3.12), q(.) of some nodes becomes negative value by the diffusion effect [69].
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Figure 3.5: Examples of Turing pattern.

3.2.2 Bio-inspired method based on reaction-diffusion equations
The bio-inspired method [63] is an autonomous decentralized structure formation ap-
proach that uses Turing patterns. Invented by Alan Mathison Turing, a Turing pattern is
a mathematical method used to describe pattern formation on the bodies of animals. A
Turing pattern is formed through reaction-diffusion equations (Eq.(3.13) and Eq.(3.14)).
Each node in the network contains two factors, activator A and inhibitor H, and these
values change over time according to the following differential equations:

∂A
∂t
=
CA2

h
− ιA + ρ0 + DA∇2A, (3.13)

∂H
∂t
= CA2 − υH + ρ1 + DH∇2H, (3.14)

where C, ρ0, and ρ1 are parameters that enhance the effects of the activator and the
inhibitor, and ι and υ are parameters that reduce the effects of the activator and the
inhibitor, respectively. Moreover, DA and DH are parameters that describe the rate of
diffusion of the activator and the inhibitor, respectively. From Eq.(3.13) and Eq.(3.14),
the spatial pattern appears gradually over time (Fig.3.5), and the peak of the created
pattern denotes the representative node of the cluster whereas the extent of the pattern
denotes the extent of the cluster. [70] presents research on parameter design for systems
based on reaction-diffusion equations. It is, in general, significantly more difficult to
design parameters for the bio-inspired method than the back-diffusion method because
the former has many more parameters.

3.3 Guarantee method of the stability for clusters
This section discusses the issues raised by applying the back-diffusion method toMANETs.
Also this section proposes a guarantee method of the stability for clusters.

3.3.1 Problems with applying the back-diffusion method to cluster-
ing

The back-diffusion method described in Sect. 3.2.1 forms some clusters by balancing the
diffusion term (diffusion effect of the distribution) against the drift term (emphasizing
effect of the peak of the distribution). If the diffusion effect is greater than the drift
effect, the distribution of the formed structure is smoothed over time and the range of
the distribution decays (Fig.3.6). Here, the range R(t) denotes the difference in the
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Figure 3.6: Issues in parameter setting.
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Figure 3.7: Decay of the range of the distribution.

maximum value and the minimum value of the distribution for each time as Eq.(3.15):

R(t) = max
x
(q(x, t)) −min

x
(q(x, t)). (3.15)

On the other hand, if the drift effect is stronger than the diffusion effect, the peak of the
structure is emphasized, and the unevenness of initial distribution becomes excessive.
Therefore, it is necessary to balance of the strengths of the diffusion and drift terms, but
designing the optimum parameters is very difficult. As mentioned earlier, however, if
the diffusion effect is stronger than the drift effect, the range of the distribution decays
over time (Fig.3.7). Note that this chapter evaluates the characteristics of the decay of
the range in Sect. 3.3.3.

The decay characteristics cause two problems. First, the representative nodes and the
boundaries of clusters cannot be determined when the range of the distribution becomes
zero (complete harmonization) by the diffusion effect. In the mathematical expression,
the complete harmonization practically requires infinite time; however, the range of the
distribution becomes zero in finite time owing to the limits of the calculation accuracy,
which means that the proposed method cannot configure the clusters. That is, the power
saving and the load balancing by the hierarchical management of the network cannot be
performed by this problem. Second, it should consider a situation where the distribution
of one network is compared to the distribution of another network. This problem may
occur in an MANET when new terminals connect or other terminals move into the area
under consideration. For example, network A has a small range of the distribution by
the diffusion effect, whereas network B has a large range of the distribution. Note that
this situation is that the initial range of the distribution of network A is the same as
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Figure 3.8: Problems with dynamic network topologies.
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Figure 3.9: Temporal evolution of Q(tk) for each node.

that of network B, but the range of the distribution of network A decays because of a
lapse of time from the cluster formation and is smaller than that of network B. When
these networks merge, network A will not be able to preserve its form, because their
networks have the different measures for the ranges of the distributions (Fig.3.8). In
other words, a cluster which has large range of the distribution has a huge effect on the
cluster compared to a cluster which has small range of the distribution.

The details of the problems of merging networks have been discussed in [71]. To
solve these problems, it is necessary to restrain the decay of the range caused by the
time progression.

3.3.2 Method guaranteeing stability of the cluster structure for a
vector process

This section discusses the requirement that the range of the distribution should satisfy
in order to restrain the decay of it, and then proposes a method which meets the require-
ment.

As mentioned in Sect. 3.3.1, it is necessary to restrain the decay of the range caused
by the time progression in order to maintain the cluster structure. This is the require-
ment for the range of the distribution. To show the requirement for the range of the
distribution, the asymptotic stability for the range of the distribution is introduced as
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follows:

lim
t→∞

R(t) = α, (3.16)

where R(t) is defined in Eq.(3.15) and α is a positive constant. This equation means that
the range of the distribution converges on a positive constant value over infinite time.
Unless it is satisfied, on the other hand, R(t) approaches zero with time.

Next, this section explains the method which restrains the decay of the range and
guarantees the asymptotic stability of the range. To guarantee the stable range of the
distribution, each node has its own vector with M components to keep the history infor-
mation of the distribution. Each node has its own value, p(tk), that denotes the distri-
bution (for example, battery residual power) at time tk (k = 0, 1, · · · ). Q(tk) shows the
distribution used for configuring the cluster structure at tk; it is given as Eq.(3.17) and
Eq.(3.18):

Q(tk) = (q0(tk), q1(tk), · · · , qM(tk)), (3.17)
q0(tk) = p(tk). (3.18)

The vector’s 0th component is set to p(tk). In each step, the diffusion and drift (back
diffusion) operations are performed for every component of Q(tk). In other words, each
component of the vector is calculated by the diffusion and the back diffusion. When
the operations are completed for every component of Q(tk), the nth (n = 0, 1, · · · ,M)
component of the vector is shifted to the (n + 1)th component in the following step
(Fig.3.9). Note that (M + 1)th component is discarded. If p(tk) does not change over
time, Q(tk) will not change either. A cluster is constructed by using qn(tk) (a specified n
within n = 0, 1, · · · ,M) which each node has, and larger clusters can be configured by
specifying the larger n.

In general clustering, it is demanded that the number of cluster heads (the represen-
tative nodes) in the network is small (in other words, the average cluster size is large)
because nodes chosen as cluster heads have a heavy load due to the management of
the control information for both the inter- and the intra-cluster. If the cluster size is
large (the number of clusters is small), on the other hand, significant traffic occurring in
bursts within the cluster causes the overload of functions for the cluster head because
each cluster head attends to many member nodes in the cluster. Here, the main purpose
of this section is not to argue about the optimal cluster size but is to maintain the hierar-
chical network structure created by clusters. Note that the proposed method can adjust
the mean number of clusters to some extent according to the network situation by only
using local information exchange. The vector process of the proposed method can be
simply expressed as follows: Each node keeps M distribution values for each time by
using the vector structure qn(tk). The values have a hardly diffused distribution when n
is small and an almost completely diffused distribution when n is large.

Here, Rn(tk) (n = 0, 1, · · · ,M) is the range of the distribution for the nth component
at time tk as follows:

Rn(t) = max
x
(qn(x, tk)) −min

x
(qn(x, tk)). (3.19)

In the proposed method, if the distribution p(tk) (e.g. the battery capacity) does not
change with time, the vector structure Q(tk) that each node keeps does not change as
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well. That is to say, the asymptotic stability of the range in Eq.(3.16) is expressed as
follows:

Rn(t) = α (t ≥ tn), (3.20)

where Rn(tk) can be calculated by Eq.(3.19), and tn is the period of time used to form the
n components of the vector structure from nothing. Equation (3.20) shows the require-
ment to stabilize the range of the distribution not asymptotically but completely, if nodes
are immovable and the initial distribution for each node does not change. When the dis-
tribution p(tk) becomes smaller with time, the decay of the range of the distribution
cannot be stopped, but the proposed method can restrain the range decay phenomenon
caused by diffusion effects. The issue for this method is that a certain time tn is required
when creating a vector structure from nothing. The range of the distribution decays by
the diffusion effect until the vector structure is formed. This issue will be addressed
in future work. In addition, this proposed method can be applied to other clustering
methods [72].

3.3.3 Evaluation of guarantee method
This section investigates the decay characteristics of the range of the distribution shown
in Sect.3.3.1, and the stability of the proposed method is evaluated using a two-dimensional
lattice model and an MANET model in this section.

Decay characteristics of the range

First, this section examines the decay characteristics of the range drift effect and diffu-
sion effect. As preliminary research, this evaluation assumes a two-dimensional lattice
model with 100 × 100 nodes to make the space structure easy to display. The network
model has a torus topology to exclude the influence of the boundary (Fig.3.10). Each
node has a degree of four (dmax = 4) because each node has four neighbors, and sends
a control packet to their neighbors at every step (∆t = 1 step), which is the normalized
time. In this evaluation, the node sends control parameters for adjacent nodes at the
same time. Moreover, each node does not move in this evaluation. This evaluation as-
sumes that initial state of the distribution is the state where clusters have been already
formed to some extent (Fig.3.11). Because the purpose of the study is to investigate the
range characteristics of the distribution due to the diffusion effect and the drift effect,
intense unevenness of the initial state of the distribution quantity is not needed. The
horizontal and vertical axes in Fig.3.11 represent the coordinates, and the color of each
node indicates the distribution height.

Figure 3.12 shows the temporal variation of the range of the distribution due to the
diffusion effect (without the drift effect). This figure is a semilog plot, and the unit of
time is the number of steps. Each node computes its own distribution at every step. The
clustering parameters are listed in Table 3.1. It is seen that exponential decay occurs
regardless of the value of σ2. The relationship of σ2 and the decay rate is shown in
Fig.3.13; σ2 is proportional to the decay rate of the diffusion effect.

Figure 3.14 is a representation of the temporal variation of the range of the distri-
bution due to the diffusion and drift effects. The parameters used in the simulation are
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Figure 3.10: Torus topology.
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Figure 3.11: Initial conditions (1).

Table 3.1: Experimental parameters (diffusion only).
c σ2 γ

0.01 varied 0.1

cσ2 = 0.01 and γ = 0.1; c is varied. This figure is a semilog plot, and the unit of time
is the number of steps. From Fig.3.14, exponential decay occurs regardless of the value
of c. Figure 3.15 shows the relation of the decay rate and c. From these results, c is
proportional to the decay rate for the diffusion and drift effects.

As mentioned above, the range of the distribution exponentially decays with time
and will become zero within finite time, that is to say that it does not satisfy the asymp-
totic stability shown in Eq.(3.16).

Next, this section evaluates the characteristics of the decay for the proposed method
using the vector process in Sect. 3.3.2 and the existing method. Two situations were
assumed as follows:

• the initial distribution, p(tk), (ex. residual battery power) does not change over
time, and all nodes are immovable

• the initial distribution, p(tk), decreases gradually by power consumption, and all
nodes can move
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Figure 3.12: Temporal variation of the distribution range due to diffusion.
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Figure 3.13: Damping characteristics in the distribution range due to diffusion.
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Figure 3.14: Temporal variation of the distribution range due to diffusion and drift.
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Table 3.2: Experimental parameters (the two-dimensional network Q does not change
over time).

c σ2 γ

0.001 200.0 0.0001
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Figure 3.16: Initial conditions (2).
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Figure 3.17: Cluster structures for the 5th and 20th
components of Q(tk).

Evaluation of stability (in two-dimensional lattice model)

This section assume a two-dimensional lattice model with 100 × 100 nodes in a torus
topology; nodes do not move (fixed nodes). The ith node’s initial distribution (the initial
battery capacity), pi(0), is set to a random number uniformly distributed in [10, 20]
(Fig.3.16). In this experiment, pi(tk) does not change over time. Furthermore, nodes
in the network do not move in this simulation. The parameters used are summarized
in Table 3.2, and the number of components of the vector for the proposed clustering
model is 21 (n = 0, 1, · · · , 20). These parameters satisfy the conditions of Eq.(3.12). For
these parameters, the range of the distribution is due to the diffusion effect being greater
than the drift effect [23]. Each node sends control packets every 1 sec (∆t = 1 sec) [73]
and deals with the diffusion and drift processing on the basis of the information in the
received packets. In the evaluation, the node sends control parameters for its adjacent
nodes at the same time. Moreover, the simulation time is 1.0 hour.

Figure 3.17 shows the cluster structures for the 5th and 20th components of the
vector at time tk (tk = 0.1, 0.5, 1.0 hour). From Fig.3.17, the cluster of the 5th component
has a finer structure than that of the 20th component. This is because the latter is strongly
influenced by the diffusion effect. In other words, if the vector component’s number to
a large value is set, larger clusters can be configured.

Figure 3.18 shows the temporal variation in the distribution range for the 5th and
20th components of Q(tk). This figure includes results for the existing method [23]
for comparison with the proposal. From Fig.3.18, the range of the distribution for the
existing method always decays, which means that the existing method cannot guarantee
the stability for the range of the distribution shown in Eq.(3.16).

For the proposed method, on the other hand, the range of the distribution is com-
pletely stable (guarantees the stability in Eq.(3.20)) after time tn, which is the period of
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Figure 3.18: Temporal variation in the distribution range for the 5th and 20th compo-
nents of Q(tk).

Table 3.3: The converged value of the range α.
5th 20th
4.269 1.804

time needed to form the n components of the vector structure from nothing, because the
initial value of the distribution of each node does not change over time. In the case with
the 5th and 20th components, tn = 5 × 1 sec = 5 sec and tn = 20 × 1 sec = 20 sec,
respectively.

Moreover, Table 3.3 shows the converged value of the range of the distribution in
each component of the vector. This result shows that the converged value of the 5th
component is greater than that of the 20th component, because the latter is strongly
influenced by the diffusion effect.

Evaluation of stability (in MANET)

This section evaluates the decay characteristics of the proposed method in a network
model supposing an MANET. The network model is the unit disk graph (UDG) with
dimensions of 1, 500 m × 1, 500 m and a torus topology (Fig.3.19). UDG is a type of
intersection graph based on circles of the same size. UDG is suitable as a model of
an ad hoc network because it can describe various radio transmission ranges between
nodes, but it cannot reflect more realistic wireless network characteristics such as packet
collisions. This issue will be addressed in future work.

The simulation conditions are as follows. 100 nodes are randomly placed in the area.
The initial distribution pi(0) for node i is a uniform random number in the range of [10,
20] (Fig.3.20); the radio transmission range for each node is 125 m. Regarding mobility,
all nodes move every 100 sec, 10 sec, or 1 sec in consideration of the convergence time
of cluster formation. The range to which each node moves at the above intervals yields
an average movement distance of 1.3 m (uniform random number [0, 2.6]); the direction
is based on the random direction model [74]. The parameters of the proposed model are
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Figure 3.20: Initial conditions (3).

Table 3.4: Experimental parameters (MANET Q changes over time).
c σ2 γ

0.001 30.0 0.0001

listed in Table 3.4. Note that these parameters meet the conditions of Eq.(3.12). This
section assumes that the initial distribution of each node, is identical to the random
initial battery capacity, and the battery capacity of each node decreases by transmitting
and processing control packets to and from neighbor nodes. Each node sends control
packets every 1 sec (∆t = 1 sec) and deals with the diffusion and drift processing on the
basis of the information in the received packets. Note that the node sends control packets
for adjacent nodes simultaneously. Each node consumes the battery reserves at 1 µ J/bit
for the transmission and reception of packets, and that of each representative node is
0.1 µ J/s for processing, which is self-performed [75]. In addition, the distribution
pi(tk) of node i is the residual battery capacity at tk. This evaluation assumes that nodes
whose residual battery capacities become zero become unavailable and secede from the
network. This evaluation pays attention to the decay characteristics of the range of the
cluster configured by the 5th and 20th components. Note that in the case with the 5th
and 20th components, tn = 5 × 1 sec = 5 sec and tn = 20 × 1 sec = 20 sec, respectively.

Figures 3.21, 3.22, and 3.23 show temporal variation in the distribution range for
the 5th and 20th components for each mobility frequency. In these figures, the horizon-
tal axis and vertical axis represent time and the range of the distribution, respectively.
These results show that the range of the distribution for the existing method decreases
sharply regardless of the node mobility frequency. The range for the existing method
approaches zero very fast, and the existing method cannot guarantee the stability in
Eq.(3.16). On the other hand, the characteristics of the range for the proposed method
maintain nearly a fixed value after time tn (tn = 5 or 20 sec) for all patterns of the node
mobility frequency. The proposed method does not satisfy Eq.(3.20), but it can maintain
the range of the distribution at a positive value for a long time. Table 3.5 summarizes
the fluctuation b of the range for the mobility frequency and the component number.
The fluctuation b is the maximum deviation between the range at time tn and the range
at time t (> tn). From this result, the value of b becomes large as the node mobility fre-
quency grows, and the difference between the component numbers does not influence
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Figure 3.21: Temporal variation in the range of the distribution for the 5th and 20th
components of Q(tk) (Nodes move every 100 sec. Node mobility frequency is low.).
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Figure 3.22: Temporal variation in the range of the distribution for the 5th and 20th
components ofQ(tk) (Nodes move every 10 sec. Node mobility frequency is moderate.).

the value of b. This is because a large node mobility frequency leads to drastic changes
of the network topology before the formation of the clusters converges.

Next, Fig.3.24, Fig.3.25, and Fig.3.26 show the time average of the number of clus-
ters from t = 20 sec to t = 3, 600 sec for the 5th and 20th components at each mobility
frequency. The horizontal axis represents the vector component, and the vertical axis
represents the number of clusters. The results show that the time average of the number
of clusters yielded by the 20th component is smaller than that of the clusters formed by
the 5th component. This indicates that the size of the configured cluster increases with
the component number n. Thus, by changing the component number of the vector, the
proposed clustering method cannot set strictly the number of clusters, but can decide
the number of clusters to some (large or small) extent.
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Figure 3.23: Temporal variation in the range of the distribution for the 5th and 20th
components of Q(tk) (Nodes move every 1 sec. Node mobility frequency is high.).

Table 3.5: The range of fluctuation b.
mobility frequency

(Nodes move every f sec)
component
number n

fluctuation
b

small ( f =100) 5 0.132
20 0.124

moderate ( f =10) 5 0.135
20 0.128

large ( f =1) 5 1.094
20 0.531
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Figure 3.24: Time average of the number of clusters for the 5th and 20th components of
Q(tk) (Nodes move every 100 sec. Node mobility frequency is low.).
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Figure 3.25: Time average of the number of clusters for the 5th and 20th components of
Q(tk) (Nodes move every 10 sec. Node mobility frequency is moderate.).
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Figure 3.26: Time average of the number of clusters for the 5th and 20th components of
Q(tk) (Nodes move every 1 sec. Node mobility frequency is high.).
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3.4 Evaluation of the effect which reflects the network
condition for clusters

This section clarifies the effect which reflects the network condition for clusters from the
point of view of both power consumption and data transfer efficiency while showing the
results of a comparative evaluation of the temporal evolution of the live node percentage,
the FND time, and the amount of data received by the destination node.

These evaluations do not take into account the physical layer and the MAC layer.
This is because the aim of these evaluations are to evaluate the effect which reflects the
network condition for clusters. In other words, this section evaluates the effect of the
mismatch between the network condition and the configured clusters. Therefore, these
evaluations focus on the importance of the clustering that reflects network conditions
rather than evaluations of accurate power consumption. Power consumption and data
transfer efficiency are merely metrics for the evaluation of the effect which reflects the
network condition for clusters. Future research intends to evaluate the back-diffusion
method by considering the effects of real environments, such as protocols and real bat-
tery models, using vector process [24–26].

3.4.1 Hierarchical routing Hi-TORA
This section describes Hi-TORA [68], a hierarchical routing algorithm which is applied
to MANETs in this section.

Overview of Hi-TORA

Hi-TORA is a hierarchical routing (cluster-based routing) scheme used in MANETs.
Hi-TORA has two phases according to the domain in which the routing algorithm op-
erates: the intra-cluster (within a cluster) and the inter-cluster (among clusters) phases.
The traditional link-state-type routes (shortest path routes) are provided for intra-cluster
routing. For inter-cluster routing, on the other hand, Hi-TORA applies a TORA (Tem-
porally Ordered Routing Algorithm) [76]. It regards one cluster as a virtual node in this
case. In this way, Hi-TORA calculates the routing path from the source node to the des-
tination node based on the two phases, when the destination node belongs to a different
cluster from the source node. Next section briefly explains the routing algorithm for
each phase.

Routing for the intra-cluster phase

For the intra-cluster phase, Hi-TORA executes the link-state routing algorithm, which
finds the shortest path between the source node and the destination node using Dijkstra’s
algorithm. When the source node and the destination node are in the same cluster, the
source node sends the data to the destination node through the shortest path. Otherwise,
the source node sends the data to the boundary node adjoining the neighboring cluster
on the path to the destination node. If two or more boundary nodes exist, the source
node chooses as the boundary node the one that has the lower numerical node ID.
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Table 3.6: Experimental environments (power consumption).
Network Unit Disk Graph (UDG) of 1, 000 m × 1, 000 m
Number of nodes 101 (One of which is sink node)
Transmission range of node 125 m
Initial battery power of node uniform random numbers in the range [5, 15] ×1 J

Battery consumption [75]
1 µ J/bit (transmission)
0.1 µ J/s (processing of representative node)

Simulation time 20, 000 sec
Number of Simulations 30

Routing for the inter-cluster phase

Hi-TORA adopts TORA to execute on-demand path calculations for the routing algo-
rithm among the clusters because TORA is highly adaptable to node mobility. TORA
establishes the DAG (directed acyclic graph) in which the destination node is regarded
as the root. TORA then determines the logical direction of the links to the destination
node by using the DAG, where the calculation of the direction of each link uses a metric
called height. TORA controls the entire network to maintain multiple paths between the
source and destination nodes. Thus, the overhead of the control packets for TORA in-
evitably increases with the number of nodes. The overhead can be reduced by assuming
that each cluster is a virtual node, so that height can be set not to each link but to each
cluster.

When a source node wants to communicate with a destination node, the source node
sends a request to send (RTS) packet to the destination node. The height is then set for
all clusters that receive the packet. The destination cluster’s height is set to 0. The closer
a cluster is to the source node, the larger the value of height set for it. Thus, the height of
the source cluster, to which the source node belongs, is the highest value in the network,
and the height of the destination cluster, to which the destination node belongs, is the
lowest value. The data packets generated by the source node are forwarded through the
clusters with lower height.

Note that the clusters on which Hi-TORA in [68] operates are configured by the
clustering method in [77]. The evaluations of this section compare the back-diffusion
method and the bio-inspired method as clustering methods.

3.4.2 Characteristics of power consumption and data transfer effi-
ciency

This section examines the power consumption characteristics of data transfer for each
method in order to clarify the importance of clustering that reflects network conditions.
The network is an UDG of 1, 000 m × 1, 000 m and is constructed by 101 nodes. The
network model has a torus topology to exclude the influence of the boundary. In other
words, each node emerges on the other side when it crosses the boundary. Note that
this evaluation assumes mobile nodes in MANETs. Node movement is set by a random
direction model every second, and the average velocity of each node is 1.3 m/s. This
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Figure 3.27: The distribution
of initial battery power.

Table 3.7: Parameters of the
back-diffusion method.

c 0.05
σ2 0.5
γ 0.15

Table 3.8: Parameters of the
bio-inspired method.

C 0.001
ι 0.05
υ 0.1
ρ0 0.04
ρ1 0.02
DA 0.00122273
DH 0.00180619

model is used for the simulating the movement of users in a mobile wireless networks.
One of the nodes is taken to be a sink node (destination node) and is set at the center

of the network. The position of the sink node is (500 m, 500 m). Note that the sink
node is fixed. It assumes that the sink node is a server or a base station. The established
servers and base stations can secure battery supply. Therefore, the sink node does not
consume its own battery. If the sink node consumes battery, it may become immediately
unusable by the mobility pattern of each node. This is because the number of nodes
adjacent to the sink node may suddenly increase. As a result, maximum data transfer
efficiency cannot be measured, and the analysis of results becomes difficult.

Figure 3.27 shows an example of the distribution for initial battery power of each
node. In Fig.3.27, the color represents the battery power of each node. This evalua-
tion assumes that the initial distribution of each node is identical to the random initial
battery power. Other conditions are shown in Table 3.6. Note that this evaluation as-
sumes that the user carries its terminal, so that node movement does not increase battery
consumption, and the battery consumption for each node occurs by packet transfer and
the constant processing of each representative node. Therefore, the battery model of
this evaluation does not capture its nonlinear characteristics. Furthermore, this study
assumes a simplified power consumption model. Specifically, the condition that the
same amount of power is consumed for transmitting packets and for receiving them is
assumed. Naturally, considering a more realistic power consumption model is a very
important issue. However, this is a basic study about whether the effect of the clustering
reflects the network condition or not, and a future work will evaluate the characteristics
of a network given a realistic power consumption model. Note that clusters are formed
from t = 0 sec using each method, and the transmission of data packets using Hi-TORA
starts at t = 1, 001 sec. In addition, the results show the average of 30 simulations.

The thesis now describes the routing procedures. First, each node generates data
packets (1 pkt = 1.5 kB) with time intervals that obey an exponential distribution with
λ = 0.005. The value of λ is set according to [78]. The source node sends data
packets to the sink node through the multi-hop path computed by Hi-TORA. Once es-
tablished, the routing path is maintained until the transmission of packets is completed.
For simplicity, this evaluation assumes that the sink node can receive multiple pack-
ets simultaneously; that is, packet collision is not considered. If the path to the sink
node cannot be found, the source node cancels packet transmission. Only the sink node
has a main power supply, and thus its battery power is never exhausted. The parame-
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Figure 3.28: Temporal evolution of percentage of live nodes.

ters of the back-diffusion method and the bio-inspired method are shown in Tables 3.7
and 3.8, respectively. The parameters of the back-diffusion method are adjusted so
that it yields the same number of clusters as the bio-inspired method at t = 1, 000 s.
For cluster formation, adjacent nodes exchange one control packet per second (1 pkt =
8 Bytes). Note that each node sends control parameters for adjacent nodes at the same
time. Routing-control packets (1 pkt = 8 Bytes) are used in inter-cluster communication
through Hi-TORA to set the height of each cluster on the path.

Figure 3.28 shows the temporal evolution of the percentage of live nodes for both
methods. The horizontal axis represents time and the vertical axis is the percentage of
live nodes. Figure 3.28 shows that the back-diffusion method offers a longer survival
time than the bio-inspired method. One reason is the difference in the amount of con-
trol information used when configuring the cluster. Another is that the back-diffusion
method forms clusters according to the distribution of initial battery power. On the other
hand, clusters formed by the bio-inspired method are arranged at equal intervals regard-
less of the distribution of initial battery power. This increases the number of nodes with
exhausted batteries and the live node percentage decreases with time.

Table 3.9 and Table 3.10 show the FND times of each method and the standard devia-
tion of the results respectively. From the result, clusters configured by the back-diffusion
method have a longer FND time, by 534s, than those configured by the bio-inspired
method. Moreover, the standard deviation of the back-diffusion method is greater than
that of the bio-inspired method, by 52 sec. The difference in the shape of the config-
ured cluster and the number of control packets used influences these results for the same
reasons as in the case of live nodes.

Table 3.11 and Table 3.12 show the amount of data received by the sink node and its
standard deviation for the back-diffusion method and the bio-inspired method, respec-
tively. The results show that the sink node can gather more information, by 1, 168 pack-
ets, in clusters configured using the back-diffusion method than in those configured
by the bio-inspired method. However, the standard deviation of data received by the
sink node in the cluster configured by the back-diffusion method is greater than that of
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Table 3.9: FND time.
back-diffusion bio-inspired
1, 565 sec 1, 031 sec

Table 3.10: Standard deviation of FND
time.

back-diffusion bio-inspired
159 sec 107 sec

Table 3.11: Amount of total received data.
back-diffusion bio-inspired
1, 978 pkt 810 pkt

Table 3.12: Standard deviation of total re-
ceived data by the sink node.

back-diffusion bio-inspired
99 pkt 84 pkt

the bio-inspired method, as was the case with FND time. From these results that the
back-diffusion method can reduce power consumption and permit the transmission of
significantly more data than the bio-inspired method. The standard deviation of both the
FND time and the amount of received packet for the back-diffusion method are greater
than the one of the bio-inspired method, but the difference is small. Therefore, reflecting
the network condition for clusters is effective from the point of view of both the power
consumption and the data transfer efficiency.

3.4.3 Performance characteristics with varying number of nodes
and node mobility

This section evaluates the characteristics of power consumption and data transfer effi-
ciency when the number of nodes and their average mobility speed are changed. The
network model, the routing procedures and the parameters of clustering are same as
those in Sect. 3.4.2. The number of nodes and the mobility of nodes are set to (101,
201, 301, 401, 501) and (1 m/s, 5 m/s, 20 m/s), respectively. The outcome measures
are the percentage of live nodes, FND time, and the number of packets received by the
sink node.

Firstly, this section describes the behavior of the characteristics if the number of
nodes is varied. Figure 3.29 and Fig.3.30 show the variation with time in the percentage
of live nodes for varying number of nodes using the back-diffusion method and the bio-
inspired method, respectively. In each figure, the horizontal axis represents time and
the vertical axis represents the live node percentage. These figures show that as the
number of nodes increases, the percentage of live nodes decreases more rapidly. This is
because each node has more adjacent nodes in this case, thus leading to an increase in the
number of control packets sent/received by each node. These results also show that the
back-diffusion method reduces the rate at which the percentage of live nodes decreases
compared to the bio-inspired method. This is because the back-diffusion method can
configure clusters reflecting the network condition.

Secondly, FND time for each method is discussed. In Fig.3.31, the horizontal axis
represents the number of nodes, and the vertical axis is time. This result shows that
increase in the number of nodes decreases the FND time. This is for the same reason as
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Figure 3.29: Relationship between the percentage of live nodes and the number of nodes
(back-diffusion).
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Figure 3.30: Relationship between the percentage of live nodes and the number of nodes
(bio-inspired).

the decrease in the percentage of live nodes. The back-diffusion method yields longer
FND times than the bio-inspired method regardless of the number of nodes. Moreover,
Fig.3.32 shows the relationship between the number of nodes and the standard deviation
of the FND time. This result shows an increase in the number of nodes decreases the
standard deviation. This is because a node immediately runs out of battery regardless
of its initial position when the number of nodes increases. From the above results,
the back-diffusion method can better reduce power consumption than the bio-inspired
method, even if the number of nodes varies.

Thirdly, Fig.3.33 and Fig.3.34 show the number of data packets received by the
sink node and its standard deviation for varying numbers of nodes, respectively. These
results show that increasing the number of nodes decreases the amount of data received
by the sink node as well as its standard deviation for both methods. However, the back-
diffusion method can transmit more data packets than the bio-inspired method. This is
because the back-diffusion method allows nodes to live longer (the percentage of live
nodes is high) and the route to the sink node is maintained in the network. From these
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Figure 3.31: Relationship between the FND time and the number of nodes.
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Figure 3.32: Relationship between the standard deviation of FND time and the number
of nodes.

results, taking into account the network condition for clustering is very important from
the viewpoint of power consumption and data transfer efficiency, even if the number of
nodes increases.
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Figure 3.33: Relationship between the amount of received data and the number of nodes.
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Figure 3.34: Relationship between the standard deviation of the amount of received data
and the number of nodes.
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Figure 3.35: Relationship between the percentage of live nodes and the average node
velocity (back-diffusion).
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Figure 3.36: Relationship between the percentage of live nodes and the average node
velocity (bio-inspired).

Next, this section now presents the experimental results of the relation between per-
formance characteristics and node mobility. Figure 3.35 and Fig.3.36 show the tempo-
ral evolution of the percentage of live nodes for various node mobility values for each
method. These results show that the rate at which the percentage of live nodes decreases
is independent of average node mobility speed. This is because the number of adjacent
nodes for each node changes little in the random direction model, even if the average
node velocity increases. As a result, the number of control packets sent/received by
each node does not so change. The back-diffusion method again yields a slower fall in
the percentage of live nodes than the bio-inspired method.

Figure 3.37 shows the relationship between the FND time and average node velocity,
and Fig.3.38 represents the standard deviation of the FND time for different average
node velocities. These results show that the FND time and its standard deviation are not
so dependent on average node velocity. From these results, the back-diffusion method
yields longer FND times than the bio-inspired method, regardless of node velocity.
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Figure 3.37: Relationship between the FND time and the average node velocity.
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Figure 3.38: Relationship between the standard deviation of the FND time and the av-
erage node velocity.

Figure 3.39 shows the amount of data received by the sink node at different node
velocities. From Fig.3.39, the number of data packets collected by the sink node does
not change, even if average node velocity increases, because the number of live nodes
changes only slightly as a consequence. Figure 3.40 shows the standard deviation of
the amount of data received by the sink node. From Fig.3.40, the standard deviation is
almost independent of average node velocity. Note that the back-diffusion method can
transmit more data regardless of node velocity. These results show that reflecting the
network condition for clusters is crucial, even if the node velocity increases.
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Figure 3.39: Relationship between the amount of received data and the average node
velocity.
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Figure 3.40: Relationship between the standard deviation of the amount of received data
and the average node velocity.
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3.5 Conclusion
In past research, an autonomous decentralized clustering technology based on local in-
teraction (back-diffusion method) has been proposed and used it to realize clustering
in MANETs. In this method, however, the number of clusters decreases with temporal
evolution. Therefore, the hierarchical management of the network cannot be performed
by this problem. This chapter provided a solution; a method that uses distribution vec-
tors to preserve the distribution history and thus stabilize the range of the distribution
of each node. Numerical simulations clarified that the back-diffusion method can guar-
antee the stability of the range of the distributions formed by the proposed method.
In addition, by changing the components of the distribution vector, the back-diffusion
method cannot set strictly the number of clusters, but can decide the number of clusters
to some (large or small) extent. The issue for the proposed method is that a certain time
is required to configure clusters.

Moreover, the effect of clusters that reflect the network condition has not been eval-
uated. To show the effectiveness, this chapter compared the back-diffusion method to a
bio-inspired method based on the reaction-diffusion equation in order to evaluate the ef-
fect of clustering on network condition in terms of power consumption and data transfer
efficiency. This evaluation used Hi-TORA as the routing algorithm, which offers one
kind of cluster-based routing for ad hoc networks. Evaluations focused on the tempo-
ral change in the percentage of live nodes, the FND time, and the amount of the data
received by the sink node. From evaluations, the clusters yielded by the back-diffusion
method are superior in all respects to those generated by the bio-inspired method. This
means that reflecting the network condition for clusters is effective from the point of
view of both power consumption and data transfer efficiency. Therefore, the back-
diffusion method can configure clusters that can operate for longer periods of time,
and thus can help maintain communication after a disaster for longer periods.

Future research will involve investigating the compatibility of back-diffusion method
with routing algorithms other than Hi-TORA, and enhancing the flexibility of the back-
diffusion algorithm. Moreover, future works include that the evaluation of the back-
diffusion method with vector processes in real environments.
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Chapter 4

A Proposal of Design Method for
Terminal Communication Range to
Improve both Power Saving and
Communication Reachability Based on
Target Problem

This chapter proposes and evaluates a method for designing the communication range
of wireless terminals in order to improve both power saving and communication

reachability based on a target problem.

4.1 Introduction
In recent times, with the wide spread proliferation of wireless LANs based on the IEEE
802.11 standard [1], Internet connections through wireless LAN have become more
common. An ad hoc network is a type of a utility form of a wireless LAN. Ad hoc net-
works [49] are very useful networks in various environments because they can construct
networks autonomously without network infrastructure such as APs. As examples, ad
hoc networks can be used to construct sensor networks [43], geocast communication
systems [79], and V2V communication systems [44]. Therefore, ad hoc networks are
useful during times of peace. On the other hand, wide-scale disasters may cause catas-
trophic damage to a geographic area, and consequently, considerable network infras-
tructure may suffer large-scale damage. In this situation, infrastructure mode wireless
LANs are likely to be unable to communicate with other networks; however, ad hoc
networks would be able to communicate because they are independent of network in-
frastructures [80].

In general, terminals in an ad hoc network such as smartphones and tablets are op-
erated by battery powered systems. Here, the terminal in an ad hoc network is not only
the source node of packets but also the relay node of packets. Therefore, considerable
power consumption occurs compared to an infrastructure mode wireless LAN; this large
amount of power consumption would need to be reduced else terminals composed of ad
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hoc networks would shut down rapidly. Consequently, the network structure would be-
come extremely sparse, which could result in a reduction of communication reachability
of terminals. Therefore, extending the network lifetime through power saving at each
terminal is an important issue in ad hoc networks. One solution for this issue is to re-
duce the power consumption of each terminal by reducing the radio transmission range
of each terminal. However, the drawback to this solution is that the reachability of ter-
minals may be adversely affected. To address this issue, various studies have already
proposed and evaluated transmission range management methods [81–86]. However,
these methods evaluated for a limited terminal distribution (terminal placement). For
example, if terminal distribution follows a normal distribution, the aforementioned ap-
proaches may not work effectively. Note that if sensor nodes are vertically dropped
from a certain point in midair, their spatial distribution could result in a two dimen-
sional normal distribution [87, 88]. This chapter proposes a method for designing the
radio transmission range considering a Target Problem [89–91] in order to improve both
the power saving and reachability of each terminal in an ad hoc network where a ter-
minal is normally distributed [30]. This chapter also evaluates the total goodput using
two routing protocols (Destination-Sequenced Distance Vector: DSDV [92], Ad hoc
On-demand Distance Vector: AODV [93]) and two MAC protocols (CSMA/CA, Time
Division Multiple Access: TDMA [94]). Furthermore, this chapter clarifies the appli-
cability of the proposed method to communication protocols. The main purpose of this
chapter is to clarify the effectiveness of the proposed transmission range design method
based on the target problem in a network where the terminal is normally distributed.

The remainder of this chapter is constructed as follows: Section 4.2 explains the re-
lated works. Section 4.3 describes the overview of the target problem and the method for
designing the radio transmission range based on the target problem. Further, Sect. 4.4
evaluates the proposed method. Finally, Sect. 4.5 summarizes this chapter and discusses
future works.

4.2 Related works
This section presents applications of ad hoc networks. Furthermore, this section dis-
cusses the power consumption and reachability issues of ad hoc networks. In addition,
this section explains some existing radio transmission range management methods.

4.2.1 Applications of ad hoc network
Sensor networks [43] are examples of ad hoc networks. In a sensor network, sensor
devices are distributed in an observation region to sense the surrounding environment,
and send the sensing data to a sink node using wireless communication. Moreover, it is
possible to collect a wide range of information by performing multi-hop communication
via sensor nodes.

Another example of the ad hoc network is V2V communication systems [44]. The
V2V communication system is a subset of the Intelligent Transportation System (ITS) [95].
In a V2V communication system, vehicles (nodes) communicate with each other through
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GWN: Gate Way Node

GA: Geocast Area
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Figure 4.1: Overview of geocast communication.

information such as traffic information. Furthermore, the IEEE 802.11p [96] Physical
layer and MAC layer is used for V2V.

Next, this section explain geocast communication, where in data is sent only to
terminals in a specified area (referred to as the Geocast Area: GA) using the termi-
nal’s location information. Figure 4.1 shows components in a geocast communication
system. Here, this section explains the geocast communication process, using Fig.4.1.
First, there are two types of terminals in a GA, gateway nodes (GWNs) and normal
nodes (NNs). The GWN is a terminal that connects the GA to other networks outside
of the GA. Only the GWN receives information from outside networks; the received
information is delivered to NNs in the GA by the GWN. In geocast communication, a
terminal outside of the GA (Sender in Fig.4.1) sends information to the GWN of the
GA, in order to communicate with an NN inside the GA. The GWN sends its received
information to NNs in the transmission area of the GWN, and the NN can also send
its received data to other NNs. Examples of geocast communication applications are
shown as follows:

1. Transmission of warning messages in the event of a disaster

2. Delivery of traffic information such as traffic congestion and accidents using V2V

3. Delivery of information for residents in a specific area

4.2.2 Power consumption and reachability issues of ad hoc networks
This section describes the power consumption and reachability issues of ad hoc net-
works. Note that this section assumes that emergency evacuation information is required
to be sent by the geocast during a disaster. In emergency situations, the information from
a GWN must be received by all NNs that exist in the GA, because users are typically
sending important and urgent information. That is, all NNs in a GA must be able to
communicate with the GWN using single-hop or multi-hop communication. However,
the transmission range of the terminals may be not sufficient if they were set haphaz-
ardly; in this case, an NN may not be able to connect to an NN that is communicating
with the GWN. As a result, the NN is isolated from the GWN (isolated terminal). The
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isolated terminal cannot receive information from the GWN, and cannot send informa-
tion outside of the GA.

One solution for this issue is to extend the radio transmission range. Using this so-
lution, it is possible to create an environment in which all NNs can transmit and receive
information. However, terminals in an ad hoc network are, in general, battery powered.
In addition to transmitting and receiving packets, terminals in an ad hoc network relay
packets for other terminals. Thus, terminals consume more battery power; therefore,
power consumption must be suppressed as much as possible, else, terminal batteries
may be rapidly depleted, and network lifetime would be shortened (by increasing the
number of terminals in which battery depletion occurs). In particular, having access
to the latest information is essential during a disaster. Therefore, sufficient network
lifetime is required to obtain the latest information. To extend a network’s lifetime,
its power consumption must be reduced. Consequently, there is a trade-off between
creating an environment in which all terminals can transmit and receive information,
and maintaining sufficient battery power. However, both network power savings and
communication reachability are important goals in the management of geocast commu-
nications for ad hoc networks.

4.2.3 Existing methods for designing radio transmission range
To solve the issue of Sect. 4.2.2, various studies have been proposed that have evaluated
transmission range management methods [81–86]. As a specific example, [81] shows
the optimum transmission range in the chain topology network. Moreover, [82] sug-
gests the radio transmission range designing method, and it evaluates the effectiveness
in the ring topology network. In addition, [83, 84] propose and evaluate the methods in
a network where node locations follow a uniform distribution. [85,86] describes the set-
ting method of the radio transmission range considering a realistic power consumption
model. However, these methods do not consider a network where node locations fol-
low a normal distribution. That is, if terminal distribution follows a normal distribution,
these approaches may not work effectively. Note that an example of a network where
node locations follow a normal distribution is shown in Sect. 4.3.

4.3 Setting the radio transmission range based on a tar-
get problem

This section provides an overview of the two-dimensional target problem [89–91]. Fur-
thermore, this section describes the method for setting the radio transmission range
based on the target problem, to improve power savings and terminal reachability in ad
hoc networks.
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4.3.1 Overview of the two-dimensional target problem and its ap-
plication to single-hop communication

The nodes appear equivalent to the arrows that an archer shoots at a target. The hit points
have a probabilistic characteristic. The two-dimensional target problem considers the
distribution of hit points. Random variables Xi (i = 1, 2, · · · , n) are independent of each
other, and the normal distribution has variance σ2

i and average µi. Random variable Z is
defined by Eq.(4.1):

Z =
n∑
i=1

(
Xi − µi
σi

)2
. (4.1)

In Eq.(4.1), Z has χ2 distribution whose flexibility is n. This indicates that the sum of
the squares of independent random variables that follow standard normal distribution
N(0, 1) has a χ2 distribution. In other words, the distribution of the squared sums of
the distances between the hit points and the origin of the space has a χ2 distribution.
In the two-dimensional target problem, distribution of the distances is important. This
section considers the χ distribution as the square root distribution of the χ2 distribution.
That is, the square root of the squared sum of distances from the origin to the hit point.
Thus, the distribution of the distances from the origin indicates a χ distribution if flex-
ibility n yields each component of the Cartesian coordinates (Fig.4.2). Therefore, in
the two-dimensional target problem, the arrow’s hit probability takes a χ distribution if
the size of the target is known and the neighboring distribution of the hit points forms
a normal distribution. As an example, this section assumes a target with a radius of R,
whose origin is the center of a two-dimensional plane. Hit probability F(R) has a χ
distribution; its flexibility is 2 when the neighboring distribution of hit points follows a
two-dimensional N(0, σ2). In other words, it follows a Rayleigh distribution as follows:

F(R) = 1 − exp
(
− R2

2σ2

)
. (4.2)

Moreover, the probability that the hit point is outside of the target (miss probability)
Y(R) is expressed by the complementary distribution of Eq.(4.2) (1 − F(R)):

Y(R) = exp
(
− R2

2σ2

)
. (4.3)

Next, this section explains the application of the target problem in geocast com-
munication systems. This section assumes that the GWN’s transmission range (unit
distance) is the radius of the target, and that the GWN is located at the center of a GA
(origin (0, 0)). The probability Y(R) that an NN in the GA cannot connect to the GWN
with a single-hop is estimated by Eq.(4.3). Therefore, NNs are placed according to a
two-dimensional normal distribution and the GWN is placed in the center of a geocast
area, and the miss probability Y(R) that the NN cannot connect to the GWN with a
single-hop follows the complementary distribution of a Rayleigh distribution. In a two-
dimensional normal distribution, the NNs are concentrated near the GWN (the GWN
is placed where NN density is high). As a specific example, the GWN may be placed
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The distance from the origin

It indicates distribution

Figure 4.2: Relationship between the distance from the origin and the χ distribution in
the two-dimensional target problem.

in an evacuation center when a disaster occurs. Moreover, when the GWN is placed
in a location that will be used as a landmark for users, such as an aircraft [9], many
users can observe the GWN move towards them. As a result, the distribution of the
users may follow a normal distribution. Furthermore, it is known that if sensor nodes
are vertically dropped from a certain point in midair, their spatial distribution will result
in a two-dimensional normal distribution [87, 88].

4.3.2 Miss probability estimation method in multi-hop communica-
tion

To facilitate geocast communication in an ad hoc network, it is preferable for the NNs
and the GWN to be connected using multi-hop, in order to reduce network power re-
quirements. Based on the results from the single-hop environment in the previous sec-
tion, this section models the existence probability of an isolated node (miss probability)
in the communication area of the GWN for a multi-hop environment. This is a type
of connectivity problem [97]. Note that the network model is an UDG, which is a
type of intersection graph containing equal-radius circles. Moreover, the GWN is the
nearest terminal from the origin. As a preliminary experiment, this section investigates
the relationship between multi-hop miss probability and transmission range, for varying
numbers of terminals. This experiment assumes a two-dimensional plane, and terminals
are distributed according to two-dimensional N(0, σ2). The numbers of terminals N is
set to (1, 000, 2, 000, 4, 000, 6, 000, 8, 000, 10, 000). This section shows the results of
σ = 1.0 as an example. Experimental results contain an average of 30 trials.

Figure 4.3 shows the relationship between the transmission range of each terminal
in the multi-hop environment r and the miss probability of terminal Y(r), and Fig.4.3
also shows the relationship between r and the complementary Rayleigh distribution. In
Fig.4.3, the vertical axis denotes Y(r) and the horizontal axis denotes r. From Fig.4.3,
Y(r) does not indicate the complementary Rayleigh distribution, regardless of the num-
ber of terminals N.

Next, this section investigates the relationship between the effective radius Re f and
transmission range of each terminal r. Re f can be obtained by adding r and the distance
of the farthest terminal that the GWN can connect with using multi-hop. That is, r
meets Re f ≥ r. The relationship between Re f and r is obtained as follows. First, the
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transmission range of the GWN in the single-hop environment R as Re f is established.
Next, the miss probability of r in the multi-hop environment and the miss probability of
R in the single-hop environment are compared. Then, the relationship between Re f and
r, to determine if the miss probability has the same value is investigated. As an example,
Fig.4.4 shows the relationship between Re f and r when N is 1, 000. Note that σ was set
to (1.0, 2.0, 3.0, 4.0, and 5.0). As shown in Fig.4.4, Re f has an exponential relation with
r by Eq.(4.4):

r = α exp(βRe f ). (4.4)

Next, this section investigates the relationship between α and σ. Figure 4.5 is the
relationship between α and σ. As shown in Fig.4.5, a proportionality relation exists
between α and σ (α = φ(N)σ). Table 4.1 shows the value of φ(N). From Table 4.1,
φ(N) is described as Eq.(4.5):

φ(N) =
0.3786
√
N

. (4.5)

Thus, α can be represented as follows:

α =
0.3786σ
√
N

. (4.6)
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Table 4.1: Value of φ(N).

N 1, 000 2, 000 4, 000 6, 000 8, 000 10, 000
φ(n) 0.0123 0.0087 0.0062 0.0053 0.0043 0.0039
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Figure 4.7: Comparison of the simulation value and the theoretical value Eq.(4.9) (σ =
1.0).

Next, Fig.4.6 shows the relationship between β and σ. As the figure shows, β is
inversely proportional to the σ regardless of N. Moreover, β can be written using σ as
follows:

β = σ−1. (4.7)

From Eq.(4.6) and Eq.(4.7), r is presented using Re f as follows:

r = 0.3786
σ
√
N
exp(Re fσ

−1). (4.8)

By substituting Re f , which was obtained from Eq.(4.8) for Eq.(4.3), the existence prob-
ability of an isolated terminal (miss probability) in a multi-hop environment for each r
can be obtained as follows:

Y(Re f (r)) = exp
− (log(√Nrσ−1) + 1)22

 . (4.9)

In other words, the minimum transmission range that satisfies the existence probability
of an isolated terminal P can be estimated by Eq.(4.9). Note that evaluations refer to P
as an acceptable miss probability in Sec. 4.4.

Subsequently, the theoretical formula Eq.(4.9) and the simulated miss probability
values in the multi-hop environment are compared. Figure 4.7 shows the relationship
between r and the miss probability in the multi-hop environment. Note that the values of
N and σ are the same as they were in the preliminary experiment. In Fig.4.7, the vertical
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axis shows the miss probability and the horizontal axis shows r. As shown in Fig.4.7,
Eq.(4.9) outputs almost the same miss probability as the simulation value. Therefore,
Eq.(4.9) can estimate the miss probability in a multi-hop environment for each r. Here,
Fig.4.8 shows the relationship between σ and the distance Dmax between the GWN and
the node farthest from the GWN. As shown in Fig.4.8, the relationship between σ and
Dmax is approximately obtained as follows:

Dmax = 4σ. (4.10)

Therefore, σ can be obtained by Eq.(4.10).

4.4 Evaluation
This section describes the evaluations of the proposed method using network simulator
ns2 [98]. Evaluations focus on the total goodput and total power consumption. Note
that the main purpose of the evaluations is to show the effectiveness of the proposed
model equation (Eq.(4.9)). Therefore, both the number of terminals and σ are known
by the terminals in the evaluations.

4.4.1 Simulation environment
This evaluation assumed a two-dimensional plane. The sink node is placed at (0, 0), and
wireless terminals (senders) are distributed according to two-dimensional N(0, σ2); the
number of senders is 100. This network uses the IEEE802.11b (PHY) wireless LAN
environment, and User Datagram Protocol (UDP) (with a segment size of 128 byte) for
the transport protocol [78]. Moreover, each sender generates 60 seconds of Constant Bit
Rate (CBR) traffic (1 Kbps). The routing protocol uses DSDV [92] and AODV [93]. In
addition, the MAC protocol uses CSMA/CA and TDMA. This evaluation assumes that
none of the terminals move.

In this evaluation, terminals consume battery power when they are connected to the
GWN in the multi-hop environment, and power consumption is a normalized value for
simplification. In the power consumption model for the evaluation, the amount of elec-
tricity uses by the terminal for the transmission range r is proportional to the square of
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Figure 4.9: Total goodput for each σ (N = 100, DSDV, CSMA/CA).
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Figure 4.10: Total goodput for each σ (N = 100, DSDV, TDMA).

r [99], and terminals use electricity equal to 0.001 when r was 0.01. That is, terminal
power consumption is increased by four times when r is doubled. Moreover, total power
consumption is the sum of the power consumption for terminals that could communi-
cate with the GWN, using multi-hop in one unit time. In addition, the acceptable miss
probability P is 0.1% (to obtain r which satisfies P, Y(Re f (r)) = 0.001 is calculated);
the simulation results contain the averages of 20 tests.

4.4.2 Results
Total goodput characteristics with varying σ

First, this section shows the results when DSDV is used as the routing protocol. Fig-
ure 4.9 shows the relationship between σ and the total goodput for each r when the
DSDV routing protocol was used. Moreover, Fig.4.10 shows the result when the TDMA
is used for MAC protocol. In Fig.4.9 and Fig.4.10, the vertical and horizontal axes rep-
resent the total goodput and σ, respectively. Note that proposed in Fig.4.9 and Fig.4.10
is the transmission range set by Eq.(4.9), and proposed meets P. From Fig.4.9 and
Fig.4.10, when r m was fixed, the total goodput decreased if σ increased. This occurred
because terminals were widely distributed across the area when σ increased. Therefore,
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Figure 4.11: Total goodput for each σ (N = 100, AODV, CSMA/CA).
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Figure 4.12: Total goodput for each σ (N = 100, AODV, TDMA).

the number of terminals that could not connect to the GWN increased if r was fixed.
On the other hand, total goodput in each σ was the highest when r was set to the pro-
posed m. The proposal sets the transmission range for each σ in order to meet P. As
a result, the proposed method improved communication reachability when DSDV was
used as the routing protocol.

Secondly, this section shows the results when AODV is used as the routing protocol.
Figure 4.11 shows the relationship between σ and the total goodput for each r when
CSMA/CA was used as the MAC protocol. Moreover, Fig.4.12 shows the result when
TDMA is used. In Fig.4.11 and Fig.4.12, the vertical and horizontal axes represent total
goodput and σ, respectively. Fig.4.11 and Fig.4.12 also represent the proposed trans-
mission range, which is set by Eq.(4.9). From Fig.4.11, total goodput is lower than
the results produced using DSDV when CSMA/CA is used. This decrease was caused
by the placement of terminals, and the fact that AODV is a reactive protocol. In the
evaluations, terminals were distributed according to a two-dimensional N(0, σ2). That
is, terminals were concentrated near the sink node. Here, a path for the sink node was
generated according to the routing table, which was constructed by exchanging dis-
tance vectors with broadcasts in DSDV. Moreover, the topology near the sink node was
constructed in a manner similar to a mesh network. Even if a node near the sink loses in-
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Figure 4.13: Relationship between the transmission range r and the total power con-
sumption and total goodput (σ = 30.0, DSDV, CSMA/CA).

formation it receives from a node, it is possible to obtain that information from another
neighboring node. Conversely, in AODV, a sender broadcasts a route request (RREQ)
packet and receives a route reply (RREP) packet from the sink or other terminals that
have already found a path to the sink during the routing path configuration process.
In the evaluations, however, terminals were distributed according to a two-dimensional
N(0, σ2). Therefore, frame collisions that included AODV control packets occurred
frequently near the sink. Moreover, CSMA/CA congestion frequently occurred when
terminals were densely located, and a significant amount of time was required to ex-
change AODV control packets. As a result, goodput decreased when AODV was used
as the routing protocol. For this reason, network performance decreases when the trans-
mission range is expanded and terminals are densely distributed (similar to a normal
distribution), and reactive routing protocols such as AODV are used. When the network
size is large and the density of nodes is high, the packet arrival rate of AODV drastically
reduces [100]. This is known as a type of exposed node problem [101]. This problem
occurs in a contention based MAC protocol (i.e. CSMA/CA). On the other hand, the
result of TDMA (Fig.4.12) shows the high goodput when the proposed method is used.
This is because TDMA can avoid the exposed node problem. Therefore, TDMA can
achieve high goodput if terminals are densely distributed like in a normal distribution.
From the above discussion, it is evident that AODV is suitable for the proposal if TDMA
is used.

Total power consumption and total goodput vs. transmission range

Figure 4.13 and Fig.4.14 are the relationship between r and both the total power con-
sumption and the total goodput when σ is set to 30 and DSDV is used as the routing
protocol. Note that Fig.4.13 shows the result of CSMA/CA, and Fig.4.14 indicates the
result of TDMA. In Fig.4.13 and Fig.4.14, r is investigated before and after 25 m of
that proposed (about 45.4 m). From Fig.4.13 and Fig.4.14, the total goodput is im-
proved along with an increase in the power consumption until that proposed. However,
total goodput is not improved so much that if the transmission range is expanding more
than that proposed, and only the total power consumption is increasing. Therefore, the
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Figure 4.14: Relationship between the transmission range r and the total power con-
sumption and total goodput (σ = 30.0, DSDV, TDMA).
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Figure 4.15: Relationship between the transmission range r and the total power con-
sumption and total goodput (σ = 30.0, AODV, CSMA/CA).

transmission range that is obtained by the proposed method can achieve both high com-
munication reachability and power saving of terminals if the routing protocol is DSDV.
Fig.4.15 shows the result of similar experiments when AODV is used as the routing
protocol and CSMA/CA is used as the MAC protocol. From Fig.4.15, goodput is im-
proved by narrowing the transmission range more than that proposed. This is because
the exposed node problem is restrained when reducing the number of adjacent terminals
for each node, which is achieved by narrowing the communication radius. As a result,
the exchange of AODV control packets is achieved easily. On the other hand, when
TDMA is used for the MAC protocol, the exposed node problem can be avoided, and
the transmission range that is obtained by the proposed method can achieve both high
communication reachability and power saving of terminals even if AODV is used as the
routing protocol (Fig.4.16).

Finally, Table 4.2 summarizes the applicability of the proposed method to eachMAC
protocol and routing protocol. From Table 4.2, TDMA and DSDV are suitable for the
MAC protocol and the routing protocol, respectively, when the transmission range is set
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Figure 4.16: Relationship between the transmission range r and the total power con-
sumption and total goodput (σ = 30.0, AODV, TDMA).

Table 4.2: Applicability of the proposed method.

MAC \ Routing DSDV AODV
CSMA/CA ⃝ ×
TDMA ⃝ ⃝

by the proposed method.
From the viewpoint of increasing ad hoc network uptime, setting the terminal trans-

mission range using the target problem was very effective. Further, by using simula-
tion experiments, the proposed method can improve communication reachability when
DSDV and TDMA are used for the routing protocol and MAC protocol, respectively.

4.5 Conclusion
This chapter proposed a method to set the radio transmission range using a target prob-
lem, in order to improve both communication reachability and power savings for each
terminal. This chapter evaluated the proposed method using network simulator ns2,
from the viewpoint of both total goodput and total power consumption. Moreover, this
chapter compared the results obtained by the proposed method and results obtained by
setting a fixed value for the communication range. Simulation results demonstrated that
setting the communication range using the proposed method can provide significant
improvements in goodput and power savings when DSDV and TDMA are used as the
routing protocol and theMAC protocol. Furthermore, when both AODV and CSMA/CA
were used as the routing protocol, the proposal resulted in a drastic reduction of total
goodput. Future works will include the following evaluations.

1. Evaluations considering the joining and leaving of terminals
2. Evaluations considering a more realistic power consumption model
3. Proposal for a setting method of radio transmission range for each terminal con-

sidering the condition of terminal
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Chapter 5

An Acceleration of Throughput
Prediction Method for Access Point in
Multi-rate Wireless LAN Considering
Terminal Distribution

This chapter explains an acceleration of throughput prediction method for an access
point in multi-rate wireless LAN considering a terminal distribution.

5.1 Introduction
Wireless LANs based on the IEEE 802.11 standard have become increasingly com-
mon [1]. The number of public wireless LAN service areas has been increasing as more
and more APs are being set up everywhere [102]. Moreover, even a smartphone can
be used as an AP through tethering technology. Therefore, the Internet connections
through wireless LANs have become common.

In wireless LANs based on the IEEE 802.11 standard, the AP and the terminal use
multi-rate transmission for effective communication, because each terminal has a differ-
ent communication environment. Note that in multi-rate transmission set, the transmis-
sion rate is set to match the electric wave environment between the AP and the wireless
terminal. In this method, a terminal with a good electric wave environment can achieve
high transmission rates, while those with poor environments only achieve low transmis-
sion rates (see Sect. 2.2). That is, throughput is optimal for the electric wave environ-
ment. Here, predicting the throughput of an AP in a multi-rate environment (quantity of
data that an AP can receive including retransmission packets) is a very important issue
in network design and network management. For example, it impacts the AP enlarge-
ment problem and the AP placement problem [103–105]. Furthermore, selecting an
appropriate AP in an wireless LAN environment leads to assurance of communication
QoS (throughput) when a terminal uses streaming communication. In this situation, the
AP throughput can be used for the metric of an AP selection [34,106]. In addition, some
studies [107–110] have evaluated characteristics of the throughput of terminals and APs
in multi-rate transmission environments. In the future, more large-scale wireless LAN
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networks constructed of a large number of terminals and APs are expected [111]. In
such situations, APs are shared by many wireless terminals in the network. Depending
on circumstances, however, uneven AP loading is caused, wherein wireless terminals
are disproportionately connected to an AP. It results in a drastic decrease of QoS for
all terminals connected to the AP. To solve this issue, the decision of acceptance for
the connection of a terminal is necessary in order to ensure load balancing of the AP.
The AP’s throughput can be used for the threshold of the decision. Here, to provide
service quickly for users, it is necessary to estimate the throughput of an AP quickly
and accurately even if many terminals require access to the AP.

[48] explains that, in a multi-rate environment, AP throughput is equal to the har-
monic average of transmission rates of the terminals connected to the AP (see Sect. 2.2).
Moreover, an analytic proof that the harmonic average of the transmission rate is the
upper limit of the throughput of the AP has been published [48]. Additionally, the
predicted value of [48] almost equals the simulation value (true value) according to
NS-2 [98]. Here, the throughput of one AP is calculated by assuming the transmission
rate steps of the distance between an AP and the terminal [32–34, 106, 107]. That is,
AP throughput is predicted by the distance between the AP and all terminals. Thus,
the computational complexity is linear order against the number of terminals. Since
the transmission rates of all terminals are known, the existing method can predict AP
throughput with high precision. Reference of the field of the transmission rate in a frame
is an example of realization for [48]. However, an exchange of a frame between the ter-
minal and the AP is necessary. Here, it is known that the average time for exchanging a
frame is about 1 ms, and the maximum time is about 100 ms. In current wireless LAN
environments, a dozen or so terminals are connected to the AP. Therefore, even if the
computational complexity is linear order, a second order time is required to estimate the
throughput in the worst case. Additionally, battery operated APs such as smartphones
will be more common in the future. To ensure power saving by reducing the process-
ing time of an AP, it is desirable that the computational complexity of the estimation
is of a constant order. Furthermore, some throughput prediction methods [112, 113]
over wireless LAN have been proposed, but these methods do not consider multi-rate
transmission.

This chapter proposes an acceleration of throughput prediction for access point in
multi-rate wireless LAN considering terminal distribution [31]. The estimation method
is based on the target problem [89] or area ratio of the system field wherein the terminal
exists and the circular area that is determined by the transmission rate. The proposed
method can reduce the calculation cost to O(1). This chapter compares the throughput
estimated by the proposal with the output of a previous work, and confirms the per-
formance of the proposed method. Furthermore, this chapter compares the proposed
method with an existing prediction method from the point of view of the calculation
cost.
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Table 5.1: Relationship between distance and transmission rate (IEEE 802.11a/g).

Index i 1 2 3 4 5 6 7 8
Threshold of distance di m from AP 5 7 9 20 25 40 50 60
Transmission rate bi Mbps 54 48 36 24 18 12 9 6
Effective transmission rate bei Mbps 26.1 24.4 20.4 15.3 11.9 8.5 5.8 4.7
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Figure 5.1: Stepped transmission rate.

5.2 Transmission rate of IEEE802.11 and an existing
throughput prediction method

Firstly, this section explains the assumption of transmission rate for terminals. In [106],
one of the stepped transmission rates is selected as per the distance (Table 5.1). Ta-
ble 5.1 summarizes the distance, di, which is the maximum distance between each ter-
minal and the AP without bit error, transmission rate bi, which is selected by the AP as
per IEEE802.11 a/g (theoretical value), and effective transmission rate bei, which is the
effective transmission rate in a real environment due to the existence of events like colli-
sion. Note that index i (i = 1, 2, · · · , 8) is allocated in decreasing order of distance from
the AP. If the distance between the AP and the terminal is less than 5 m, the transmis-
sion rate of i = 1 is selected. If the distance between the AP and the terminal is greater
than 60 m, the terminal cannot connect to the AP. In this study, this stepped effective
transmission rate according to the distance [106] is used for evaluations (Fig.5.1).

Next, this section explains the issue of the existing throughput prediction method [48].
From Sect. 2.2, it is known that the throughput of the AP can be estimated by Eq.(2.2) in
a multi-rate environment [48]. Algorithm 1 shows the procedure of the existing method
which is proposed by [48]. Note that the positional information of each terminal is
known by the AP. This study calls the AP throughput predicted by Eq.(2.2) the existing
throughput value (Thexist). From Eq.(2.2), as the number of the terminals increases, the
computational complexity in terms of the sum in the denominator increases linearly.
When real-time response is a requirement, complexity has a big impact on throughput
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Algorithm 1 An existing method.
Require: N ≥ 0
Ensure: Thexist
1: ncnt ⇐ 0
2: bsum⇐ 0
3: for j = 1 to N do
4: calculate distance Dist j between AP and terminal j
5: if Dist j ≤ 60 then
6: select b j from Table 5.1 according to Dist j
7: bsum⇐ bsum + (b j)−1

8: ncnt ⇐ ncnt + 1
9: end if
10: end for
11: if ncnt > 0 then
12: Thexist ⇐ ncnt × (bsum)−1
13: else
14: Thexist ⇐ 0
15: end if

predictions. For example, when a terminal uses real-time transfer, it must be able to
check that the bandwidth is sufficient for the application. Moreover, the processor of
a portable AP is low in performance compared to a processor of smartphones. In this
situation, even if the calculation cost is linear order, the processing time of the CPU is
greatly influenced. However, the predicted value of [48] almost equals the true value.

5.3 High speed throughput prediction method consider-
ing terminal distribution

This section is an overview of a throughput prediction method that uses estimates of
terminal distribution and details a terminal distribution estimation method. Note that
the AP occupies the center of a circular radio transmission area.

5.3.1 Overview of throughput prediction method based on terminal
distribution

First, this section defines ni as the number of terminals communicating at transmission
rate bi (i = 1, 2, · · · , 8) following Table 5.1. By using ni, Eq.(2.2) can be rewritten as
Eq.(5.1):

ncnt∑
{ j|1≤ j≤N, b j>0}

(b j)−1
= ncnt

 8∑
i=1

nib−1i

−1 . (5.1)
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From Eq.(5.1), the computational complexity of the proposed method isO(1) if ni can be
estimated at the cost of O(1). Thus, the time required for throughput prediction is con-
stant regardless of the number of terminals. In Eq.(5.1), ni and ncnt can be represented
as follows:

ni = piN, (5.2)

ncnt =
8∑
i=1

piN. (5.3)

In Eq.(5.2) and Eq.(5.3), pi implies the ratio of terminals whose transmission rate is bi.
In other words, pi is the probability that the terminal uses bi. Thus, Eq.(5.1) can be
rewritten as follows:

Thproposed =

8∑
i=1

pi

 8∑
i=1

pib−1i

−1 . (5.4)

From Eq.(5.4), the proposed method can predict the throughput from pi with cost of
O(1). This study refers to the throughput predicted by Eq.(5.4) the proposed throughput
value (Thproposed). Next, a method to predict pi with cost of O(1) is discussed. This
study assumes that the terminals are placed according to a two-dimensional normal
distribution or a uniform distribution. The two-dimensional normal distribution has
terminals concentrated near the AP. When the AP is placed in a landmark location, such
as an airborne balloon used as an AP in an emergency communication network when a
large-scale natural disaster occurs [9], the AP will attract many users. As a result, the
distribution of the users follows a normal distribution. Further, as was mentioned before,
if nodes are vertically dropped from a certain point in midair, their spatial distribution
will result in a two-dimensional normal distribution [87, 88]. Furthermore, a uniform
distribution assumes that terminals are widely distributed in an area.

5.3.2 Throughput prediction based on target problem
This section explains the overview of the two-dimensional target problem [89, 90].
Moreover, this section describes the throughput prediction method based on the target
problem. The overview of the target problem is described in Chapter 4.

The proposed estimation method uses the miss probability Y(r) (Eq.(4.3)), where r is
the radius of the target. From Eq.(4.3), the number of terminals using each transmission
rate can be estimated. As a result, this method can predict the throughput with O(1).
This study assumes that the AP is placed at the origin of the system field, and the
terminals are distributed according to two-dimensional N(0, σ2). This section considers
the probability of a terminal that lies outside the area of radius di−1 (di is the threshold
of the distance at which the transmission rate changes, d0 = 0)), but within the area of
radius di (> di−1). In Fig.5.2, this probability means the probability that the terminal lies
in the colored area. From Eq.(4.3), the probability that a terminal lies outside the area
of radius di−1 and di are Y(di−1) and Y(di), respectively. Thus, the ratio of the number of
terminals, pi, whose transmission rate is bi, is defined as follows:

pi = Y(di−1) − Y(di) (i = 1, 2, · · · , 8). (5.5)
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By substituting pi for Eq.(5.4), the method can predict the throughput. In addition, this
calculation can be performed using O(1).

5.3.3 Throughput prediction based on area ratio
This section describes a throughput prediction method based on the area ratio of the
system field wherein the terminal exists. This method uses a circular area whose radius
is defined by the transmission rate. In this method, network structure is limited to a
uniform distribution. To simplify, this section assumes that the AP is located in the
center of the system field (the origin of the field) wherein the terminals exist, and the
system field is a square with sides of Lr. In this method, S t (= L2

r ) denotes the area
wherein terminals exist. Moreover, S i means the area beyond radius di−1, but within
radius di (> di−1). In Fig.5.3, this area means that the terminal exists in the colored area.
S i can be obtained by Eq.(5.6):

S i = π(d2i − d2i−1) (i = 1, 2, · · · , 8). (5.6)

Thus, the ratio of the number of terminals, pi, whose transmission rate is bi, is described
as follows:

pi = S i(S t)−1 (i = 1, 2, · · · , 8). (5.7)

By substituting pi for Eq.(5.4), the method can predict the throughput. In addition, this
calculation can be performed using O(1).

5.3.4 Algorithm of the proposed method
This section explains the algorithm of the proposed method. From the above description,
the proposed method uses a target problem for throughput prediction if the terminals are
placed according to a two-dimensional normal distribution. If the target problem is used
for the prediction, the input of the proposed method isσ. On the other hand, the proposal
uses the area ratio for the throughput prediction if the terminals are placed according to
a uniform distribution. In this situation, the input of the proposed method is S t. An
estimation method for σ is proposed in Chapter 4 (Eq.(4.10)). Moreover, this study
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Algorithm 2 Throughput prediction method of the proposed method.
Require: σ ≥ 0 or S t ≥ 0
Ensure: Thproposed

1: psum⇐ 0
2: pbsum⇐ 0
3: for i = 1 to 8 do
4: calculate pi by Eq.(5.5) or Eq.(5.7)
5: select bi from Table 5.1
6: psum⇐ psum + pi
7: pbsum⇐ pbsum + pi × (bi)−1
8: end for
9: if psum > 0 then
10: Thproposed ⇐ psum × (pbsum)−1
11: else
12: Thproposed ⇐ 0
13: end if

Algorithm 3 A selection mechanism of prediction formulas.
Require: N ≥ 0, σ ≥ 0, S t ≥ 0
Ensure: Using formula for the throughput prediction
1: Count n1, which is the number of terminals that use the maximum transmission rate
2: Pmax ⇐ n1N−1

3: if |Pmax − (p1 of Eq.(5.5))| < |Pmax − (p1 of Eq.(5.7))| then
4: Use Eq.(5.5) for the throughput prediction
5: else
6: Use Eq.(5.7) for the throughput prediction
7: end if

assumes that S t can be measured in advance. The output is the prediction throughput
Thproposed. Based on the above, Algorithm 2 summarizes the procedure of the proposed
throughput prediction method.

5.3.5 Adaptive selection mechanism of prediction formulas
The proposed method is necessary to appropriately change the pi according to the ter-
minal distribution. That is, it is necessary to change the throughput prediction formula
according to the terminal distribution. This section discusses the adaptive selection
mechanism of prediction formula using the estimation method of the terminal distribu-
tion [114]. Note that the estimation method of terminal distribution predicts the terminal
distribution using the information that AP can easily obtained. In particular, the estima-
tion method of a terminal distribution uses a ratio of the terminal communicating with
a maximum transmission rate (From Table 5.1, it is 26.1 Mbps.) Pmax. Note that the
transmission rate of the terminal can be obtained through a field of the transmission rate
that exists in a frame. Here, Fig.5.4 shows the numerical results of Pmax in each Lr. Pmax

is obtained by substituting i = 1 for Eqs.(5.5) and (5.7). In the normal distribution, the
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Figure 5.4: Ratio of terminals that use the maximum transmission rate.

value of σ equals to Lr/8 [31]. From Fig.5.4, the value of Pmax for normal distribution
and that for uniform distribution in each Lr differ greatly. Thus, a prediction formula
can be selected using Pmax.

Next, the procedure of selection mechanism of the prediction formula is discussed.
In this study, the number of all the terminals N is known by the AP. First, the AP
counts the number of terminals that are communicating at a maximum transmission
rate n1. Specifically, the AP transmits a beacon for terminals in a modulation scheme
whose transmission rate is maximized. If a terminal receives the beacon, the terminal
sends a reply such as a connection request for the AP. By counting the received replies,
the AP can obtain n1. Here, the beacon whose transmission rate is maximized can
be received only neighbor terminals of the AP. An effective transmission rate, which
is assumed in this study, can be achieved only at a terminal within 5 m from the AP.
That is, neighboring terminals from the AP can only send the reply. Therefore, the AP
can calculate ni. The issue of this method is that the worst calculation cost is O(N).
However, the method of [48] requires the distance between the AP and all terminals
for the estimation of terminal distribution. The proposed method can predict terminal
distribution by investigating less than or equal to the number of terminals compared
to [48]1). Future work discusses the prediction method of terminal distribution in a
constant order. Secondly, the AP calculate Pmax using n1. Then, the absolute difference
between Pmax and p1 of Eq.(5.5) and Eq.(5.7) are compared. The AP’s throughput is
predicted using the equation that the absolute difference is smaller. Algorithm 3 shows
the procedure of the estimation method of the terminal distribution.

1)If n1 = N, the calculation cost of the proposed method equals to that of [48].
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Figure 5.5: Throughput of an AP that is
predicted by each method (normal distri-
bution, 10 terminals).
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Figure 5.6: Throughput of an AP that is
predicted by each method (normal distri-
bution, 20 terminals).
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Figure 5.7: Relative error between the proposed method and the existing method in each
σ.

5.4 Evaluation
This section compares the proposed method with the existing method [48] in terms
of their predicted distances between the AP and each terminal. Moreover, this sec-
tion evaluates the relative error between the existing method and the proposed method.
This evaluation uses the effective transmission rates in Table 5.1. Terminal distribution
follows a two-dimensional normal distribution (Sect. 5.4.1) and a uniform distribution
(Sect. 5.4.2), and the AP is aware of the number of terminals and σ, or the field size
S t. Furthermore, Sect. 5.4.3 evaluates the effectiveness of the adaptive selection mecha-
nism of predicting formulas. Sect. 5.4.4 shows the evaluation of a calculation cost of the
proposal. Note that the calculation cost means the number of the steps of the algorithm.

5.4.1 Results of normal distribution
This evaluation assumes a two-dimensional plane. The AP is placed at (0, 0), and the
terminals are distributed according to two-dimensional N(0, σ2); the number of termi-
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nals is 10 or 20. Note that in practice, the highest number of terminals that can connect
to one AP is 20 [115]. This distribution reproduces an environment wherein many ter-
minals congregate around the AP, because the terminals know that the communication
quality improves, and thus the transmission rate rises, closer to the AP. Additionally, if
the distance between the AP and the terminal is greater than 60 m, the transmission rate
of the terminal is 0 bps (the terminal cannot communicate with the AP). In this evalua-
tion, σ, which is the parameter of the normal distribution is set to 1, 5, 10, 15, and 20,
and the AP is aware of σ and the number of terminals N. Experimental results are the
averages of 60 trials. From chapter 4, the relationship between σ and the distance Dmax

between the AP and the terminal farthest from the AP is obtained by Eq.(4.10). There-
fore, the system field can be regarded as a square, and the side length of the system field
Lr is 8σ for all values of σ. Here, the relative error, Er, in throughput estimates between
the existing method and the proposed method is determined as Eq.(5.8):

Er = |Thproposed − Thexist|(Thexist)−1. (5.8)

Note that this evaluation uses as throughput that on the UDP level.
Figure 5.5 and Fig.5.6 show the prediction throughput estimate outputs for both

methods for terminal numbers of 10 and 20, respectively. In Fig.5.5 and Fig.5.6, the
horizontal axis plots σ, and the vertical axis plots the throughput. These simulations
show that the proposed method outputs almost the same throughput estimates as the
existing method. Moreover, the throughput decreases as σ increases. This is because
many terminals become more widely distributed in the system field as σ increases. This
may trigger the Performance Anomaly problem since some terminals will have a low
transmission rate (see Sect. 2.2).

Next, Fig.5.7 shows the relative error between the proposed method and the existing
method at each σ. In Fig.5.7, the horizontal axis plots σ, and the vertical axis plots
the relative error. From this result, the maximum relative error of the proposal for all σ
values examined is around 2.4% and 1.9% for terminal numbers of 10 and 20, respec-
tively. Thus, the error of the proposed method is very small if σ is known. Moreover,
the result gained with 20 terminals is better than that with 10 terminals. This is be-
cause the deviation of the terminal distribution occurs when the number of terminals is
10 compared with the case where the number of terminals is 20. As a result the error
increases.

5.4.2 Results of uniform distribution
This evaluation assumes the same 2 dimensional plane for the evaluation environment.
The AP is placed in (0, 0), and the terminal distribution is uniform; the number of termi-
nals is 10 or 20. Note that the system field is a square with side length of Lr. Therefore,
S t = L2

r . Moreover, the range of uniform distribution is [−Lr/2, Lr/2]. The evaluation
in this section considers Lr values of 5, 10, 30, 50, 70, 90, and 120 m. The AP knows
S t and the number of terminals. The following results are the averages of 60 trials.

Figure 5.8 and Fig.5.9 show the throughput predicted by both methods for terminal
numbers of 10 and 20, respectively. In Fig.5.8 and Fig.5.9, the horizontal axis plots Lr,
and the vertical axis plots the throughput. From this simulation results, the proposed
method almost matches the performance of the existing method.
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Figure 5.8: Throughput of an AP that is
predicted by each method (uniform distri-
bution, 10 terminals).
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Figure 5.9: Throughput of an AP that is
predicted by each method (uniform distri-
bution, 20 terminals ).
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Figure 5.10: Relative error between the proposed method and the existing method in
each Lr.

Figure 5.10 shows the relative error between the proposed method and the exist-
ing method at each Lr value. In Fig.5.10, the horizontal axis plots Lr, and the vertical
axis plots the relative error. This result shows that the maximum relative error of the
proposed method, for all Lr values examined, is around 3.7% and 2.0% for terminal
numbers of 10 and 20, respectively. Moreover, the difference at 10 terminals is bigger
than that at 20 terminals. The reason is same as the case of normal distribution. In
addition, the relative error tends to increase when Lr increases. In other words, the pre-
diction error tends to increase if the terminals are widely dispersed. However, multiple
APs in the system field if the system field size is large. It may be possible to reduce the
error by applying a prediction equation for each AP.

5.4.3 Evaluation for adaptive selectionmechanism of prediction for-
mulas

In this section, the adaptive selection mechanism of prediction formulas that is pro-
posed in Sect. 5.3.5 is evaluated. The terminal distribution is two-dimensional N(0, σ2)
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Figure 5.11: Throughput of an AP that is predicted by each method in each σ using
the adaptive selection mechanism of the prediction formulas (normal distribution, v =
1.0 m/s).

Table 5.2: Relative error between the proposed method and the existing method in each
σ using the adaptive selection mechanism of the prediction formulas (v = 1.0 m/s).

σ Target problem % Area ratio % Adaptive %
10 8.9 41.2 16.2
12 8.3 46.2 7.1
15 5.2 45.0 14.4
18 5.7 36.9 16.6
20 2.6 34.0 17.7

/ uniform; the number of terminals is 20. The aim of this evaluation is to clarify the ef-
fectiveness of the adaptive selection mechanism of prediction formulas. Therefore, the
AP knows the number of terminals that use the maximum transmission rate for com-
munication. This evaluation assumes mobile terminals. Terminal movement is set by
a random waypoint model every second, and the average velocity of each terminal v is
1 m/s. The simulation time is 180 sec and the throughput of the AP is predicted every
second. The number of trials of the simulation is 60 in each σ and Lr. The system
and other simulation parameters are the same as the previous evaluations. This evalua-
tion compares the throughput obtained from the proposed method with the one obtained
from the existing method [48] (Existing). This evaluation also shows the results when
only the target problem is used for the prediction (Target problem) and only the area
ratio is used for the one (Area ratio).

Figure 5.11 shows the average throughput in 180 sec estimated by each methods
when the initial terminal distribution is according to the normal distribution. In Fig.5.11,
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Figure 5.12: Throughput of an AP that is predicted by each method in each Lr using
the adaptive selection mechanism of the prediction formulas (uniform distribution, v =
1.0 m/s).

Table 5.3: Relative error between the proposed method and the existing method in each
Lr using the adaptive selection mechanism of the prediction formulas (v = 1.0 m/s).

Lrm Target problem % Area ratio % Adaptive %
30 40.9 0.5 2.5
50 40.5 10.9 4.6
70 48.6 12.3 4.9
90 50.8 22.2 6.9
120 41.1 26.3 2.1

the horizontal axis and the vertical axis mean σ and the throughput, respectively. From
Fig.5.11, the throughput of the adaptive selection mechanism (Adaptive) is almost the
same as that of the Existing. Furthermore, the result of Adaptive is almost the same
as that of the Target problem, and a more accurate result can be obtained compared to
the result of Area ratio. That is, if the terminal distribution is not known, the proposal
almost matches the performance of the existing method when using adaptive selection
mechanism.

Next, Table 5.2 shows the relative error between the Existing and other methods at
each σ. From Table 5.2, the value of the relative error between the Existing and the
Adaptive is greater than the result between the Existing and the Target problem. How-
ever, the relative error of the Adaptive is less than that of the Area ratio. In particular,
the maximum relative error is 46.2 % if the area ratio is only used for the throughput
prediction, but the maximum relative error is 17.7 % when the adaptive selection mech-
anism is used. In addition, the maximum relative error is 8.9 % when the target problem
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is only used. This is because the position of terminals does not collapse immediately by
the movement of terminals after the simulation starts. In this situation, the relative error
is large when the area ratio is only used for the prediction. However, the Adaptive can
reduce the relative error by selecting the prediction equation. Table 5.2 also shows that
the relative error in Area ratio decrease when the value of σ increases, because the ratio
of the terminal communicating with a maximum transmission rate for the Area ratio is
almost the same as that of the Target problem (Fig.5.4).

Next, Fig.5.12 shows the average throughput in 180 sec estimated by each meth-
ods when the initial terminal distribution is according to the uniform distribution. In
Fig.5.12, the horizontal axis and the vertical axis are Lr and the throughput, respec-
tively. From Fig.5.12, Adaptive is almost the same as the one of the Existing. Further-
more, the result of Adaptive yields more accurate results compared to the result of the
Target problem. This is because Target problem estimates large amount of the number
of high transmission rate terminal. As a result, the result of Target problem is greater
than the one of the Existing. Moreover, the result of Adaptive yields more accurate
results compared to the result of Area ratio, because the prediction value is lower than
that of Existing if the terminals are gathered locally in the center of the area by the
movement. From these discussion, Adaptive can overcome these issues.

Finally, Table 5.3 shows the relative error between the Existing and other methods
in each Lr. From Table 5.3, the maximum relative error is 26.3 % if the area ratio is only
used for the throughput prediction, and the maximum relative error is 50.8 % when the
Target problem is only used. On the other hand, the maximum relative error is 6.9 % for
the Adaptive.

From these result, the adaptive selection mechanism of prediction formulas is effec-
tive. If the terminal distribution is not known, a more accurate throughput of the AP can
be predicted using this proposal.

5.4.4 Evaluation of calculation cost
This section evaluates the calculation cost of the proposal. In this chapter, the mean
of the calculation cost is the number of steps required to realize the algorithm. The
algorithm of the existing method is shown in Algorithm 1, and that of the proposal is
shown in Algorithm 2. Note that this evaluation assumes that both the distance between
the AP and each terminal and the terminal distribution is known. In other words, the 4-th
step of Algorithm 1 and Algorithm 3 are not operated. From Sect. 5.3.2 and Sect. 5.3.3,
pi can be obtained by one operation (Eq.(5.5) or Eq.(5.7)).

Figure 5.13 shows the relationship between the number of all terminals in the system
N and the number of steps of each algorithm for one prediction. In Fig.5.13, the verti-
cal axis and horizontal axis indicate the number of steps and the number of terminals,
respectively. From Fig.5.13, if the number of terminals is less than 8, the number of
steps of the existing method is less than that of the proposal, but the number of steps is
more than 8, the number of steps of the proposal is less than that of the existing method.
Nowadays, many devices such as smartphones, tablet PCs, AV devices, and consumer
electronics correspond to the wireless LAN [116]. Thus, typically more than 8 devices
are connected to one AP.

Next, Fig.5.14 shows the relationship between the number of terminals N and the
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Figure 5.13: Number of terminals v.s. complexity.
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Figure 5.14: Accumulated complexity.

number of accumulated steps of each algorithm when the throughput prediction is oper-
ated in each ∆t sec. In this section, ∆t equals to 2 sec [117]. In Fig.5.14, the horizontal
axis indicates the time and the vertical axis shows the accumulated steps. From Fig.5.14,
if the number of terminals equals to 5, increasing the accumulated steps of the proposed
method is faster than that of the exiting method. However, if the number of terminals
is more than 10, increasing the accumulated steps of the existing method is faster than
that of the proposal.

From these discussion, if the number of terminals is more than 8, the number of
steps for the proposal is less than the one of the existing method. From Sect. 5.4.1 and
Sect. 5.4.2, the relative error increases if the number of terminals is small. Therefore, in
order to reduce the relative error and the number of steps, if the number of terminals is
more than 8, the proposed method is used for throughput prediction. Furthermore, the
existing method is used when the number of the terminals is less than 8.
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5.5 Conclusion
This chapter proposed a rapid AP throughput prediction method in multi-rate wireless
LAN environments that uses a new method of estimating terminal distribution. This
chapter showed that the proposed method can reduce the calculation cost toO(1). More-
over, this chapter compared the proposed method to an existing method that determines
the harmonic average of terminal transmission rates. In addition, this chapter evaluated
two situations where terminal locations follow a normal distribution and a uniform dis-
tribution in the system field. Simulations showed that the proposed method can output
almost the same predicted values as the existing method but at low calculation cost of
O(1); the relative error increases when terminals are distributed widely in the system
field. Additionally, this chapter compared the calculation cost of the proposed method
and the existing method. Note that the calculation cost refers to the number of steps
of each algorithm. From evaluations, the number of steps of the proposed method is
less than that of the existing method if the number of terminals connected to the AP is
greater than 8. Future works include the following evaluations:

• Evaluation considering real environments such as TCP flow case and CSMA/CA

• Evaluation of the proposal by using a network simulator [118]

• Evaluation considering bidirectional flow

• Evaluation considering other terminal distribution

• Application for the load balancing method for APs
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Chapter 6

A Proposal of Access Point Selection
Method Based on Cooperative
Movement of Both Access Points and
Users

This chapter proposes and evaluates an AP selection method based on cooperative
movement of both APs and users.

6.1 Introduction
Recently, wireless LANs based on the IEEE 802.11 standard [1] have been spreading
rapidly, and connecting to the Internet using this technology has become more common.
In addition, the number of public wireless LAN service areas, such as train stations,
hotels, and airports, are increasing. A more recent trend is the popularity of portable
APs, such as mobile Wi-Fi routers. In addition, the tethering technology has enabled
smartphones to act as AP. Consequently, multiple APs can exist in the same area. In this
situation, wireless terminal users must select one of many APs.

The standard wireless LAN protocol based on IEEE 802.11 usually selects the AP
with the highest Received Signal Strength Indicator (RSSI) [2]. However, even if there
are multiple APs, this AP selection method causes uneven AP loading when wireless
terminals are disproportionately distributed to a single AP. It causes traffic congestion
and AP overload, which greatly reduces communication quality. [102] shows that an AP
selection method that considers the highest RSSI value may not provide fair bandwidth
allocation or effective bandwidth utilization in environments such as train stations and
hotel lobbies. Furthermore, multi-rate wireless LAN environments where terminals use
multiple transmission rates suffer from a performance anomaly [47, 119]. This perfor-
mance anomaly causes throughput degradation because the AP is connected to a ter-
minal with an extremely low transmission rate. As a result, the communication quality
decreases drastically.

To solve this problem, various AP selection methods [106,120–130] have been pro-
posed and evaluated. In particular, [106] proposed an AP selection method based on
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cooperative movement of a new joining user and demonstrated that it improves system
throughput (User-Only-Mobility Method: UOMM). Note that the system throughput
means the sum of the throughput of all APs in the system. The proposed AP selection
method [32] is based on the aforementioned study [106]. Other studies [131–135] have
shown the effectiveness of cooperative mobility of users. For example, [131] proposed
a traffic control method based on user collaboration, and [132] introduced a mechanism
to increase the spectral efficiency of cellular OFDMA systems through the cooperation
of users accessing wireless cellular networks. In addition, [133–135] revealed the rela-
tionship between route selection of the device user and communication quality.

Previous studies have not considered AP mobility; however, AP mobility will be-
come more common in the future. Here, it is expected that the throughput can be im-
proved dramatically by considering the cooperative movements of both APs and users.
Note that this study primarily assumes a mobile AP (3G/LTE equipped portable Wi-Fi
AP) that can move easily rather than a fixed AP. The example of AP movement is that
the device owner moves a mobile Wi-Fi router to a more convenient location in a confer-
ence room. This chapter proposes an AP selection method based on cooperative move-
ments of both APs and users (User-AP-Cooperative-Mobility Method: UACMM) [32].
Furthermore, this chapter evaluates the characteristics of UACMM [33]. Additionally,
this chapter evaluates the system throughput under the assumptions that the movable
distance of both users and APs are discrete values or continuous values [34]. The main
purpose of this chapter is to clarify the effectiveness of cooperative movement of both
the user and the AP. Essentially, this chapter attempts to clarify the relationship between
the cost (sum of the distance between an AP and users) and the improvement of system
throughput by numerical simulations.

The remainder of this chapter is organized as follows. Section 6.2 describes the
overview of UOMM. Next, Sect. 6.3 introduces the UACMM. This chapter then evalu-
ates the UACMM in Sect. 6.4. Finally, Sect. 6.5 provides conclusions and suggestions
for future work.

6.2 UOMM: AP selection method based on user coop-
erative movement

This section provides an overview of the AP selection method based on user cooperative
movement [106]. Note that this chapter calls this method User-Only-Mobility Method
(UOMM). This chapter uses the UOMM as a baseline in comparative evaluations. The
UOMM maximizes the system throughput Θ by cooperative actions of a new joining
terminal (new user). Note that Θ indicates the sum of the throughput of all APs in
the system. The action is to move the new user to the AP within an acceptable area
(distance) before establishing connection.

The new user has movable distance dth, and the new user attempts to connect to
the AP that can maximize Θ. To improve the user and system throughput, the new
user is assumed to be willing to move up to dth. From chapter 5, [106] investigated
the relationship between the transmission rate of the terminal and the distance between
the AP and the terminal (Table 5.1). Furthermore, [106] used the stepped transmission
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rates (Fig.5.1) based on the Table 5.1 for their evaluations. This chapter uses the same
stepped transmission rate as [106] for evaluations (see Sect. 6.4).

Here, the AP selection of UOMM is performed as follows. First, throughput for all
APs in the system is calculated assuming that the new user moves to an AP within dth. If
several APs offer the same maximum throughput value, the AP with the shortest move
distance is selected. According to the above consideration, the UOMM is defined as an
optimization problem; identifying AP a∗ that offers the maximumΘ and minimummove
distance m∗ with a new user connection. Note that the maximum movable distance of
the user is dth. In this chapter, the mean of move distance is the distance which users
have actually moved. Furthermore, the mean of movable distance is the distance which
users may move. That is, the user move distance is less than dth.

6.3 UACMM: AP selection method based on user-AP-
cooperative-mobility

This section describes the proposed AP selection method based on cooperation of both
the AP and the user movement, and this chapter calls this method User-AP-Cooperative-
Mobility Method (UACMM). For simplicity, this section explains the procedure for
selecting a single AP.

6.3.1 Overview of UACMM
The UACMM is illustrated in Fig.6.1. This method is an extension of [106], in which
movable distance is set for both users and APs. The UACMM defines the movable dis-
tance of a new user and that of the ith AP as dth and ei,th, respectively. na denotes the
number of users connected to the ath AP. The new user and AP can move freely within
the specified distance in the system area. The new user selects the AP to maximize
system throughput Θ. Here, Θ has the same meaning as above. The new user moves to
the position where system throughput can be maximized. The AP moves to maximize
Θ while minimizing the reduction in the transmission rates of users already connected
to the AP. If there are several APs that can maximize Θ, this method selects the combi-
nation that has the shortest move distance for the AP and user. The UOMM is the same
as the UACMM if ei,th = 0.

To define the UACMM as an optimization problem, an objective function and con-
straints are defined as follows. The objective function maximizes Θ by connecting the
new user to the AP. Θ depends on the selected AP a∗, the move distance of new user
to the AP m∗, and move distance of the AP l∗a∗ . The constraint conditions are the mov-
able distances of the user and the AP. The maximum movable distance of a new user
and maximum movable distance of the ith AP are denoted dth and ei,th, respectively. In
real environments, the number of users is usually limited by provider policies and AP
specifications; thus, in this chapter, the maximum number of users that can connect to
any one AP is N(≥ na).
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Figure 6.1: AP selection method based on AP cooperative movement of both the AP
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Figure 6.3: Determination of communica-
tion position of APs and new users.

6.3.2 Determination of communication position of APs and users to
maximize system throughput

This section describes a method that yields the communication positions of APs and
users to maximize system throughput. Figure 6.2 illustrates initial positions of the AP
and users. In Fig.6.2, three users are currently connected to the AP and one new user
intends to connect to this AP. The UACMM assume that each AP and user can determine
position information (coordinates) of each terminal using appropriate tools, such as GPS
technology. Furthermore, the AP maintains the coordinates of all terminals connected
to the AP and instructs the destination for a new joining user in UACMM. Note that
the new joining user notifies all APs of its position when the user joins. This control
can be operated in an environment where IEEE802.11k [136] is implemented generally.
Additionally this system assumes movement on a two-dimensional surface. In other
words, users and APs exist on the same plane.

First, the new user moves toward the gravity point (G1) of the plane formed by all
existing users connected to the AP within the new user’s movable distance (dth) (Fig.6.3
1⃝). If the new user can reach G1, it stops at G1. If the new user cannot reach G1, it
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stops at the point that minimizes the distance between G1 and themselves. Here, the
gravity point of the plane is defined as the point that minimizes the sum of the squares
of the distances from each vertex constituting the plane. By this procedure, throughput
will improve for the new and existing users after the AP moves. If there are no existing
users, the new user moves to the position of the AP. If only one user is connected to
the AP, the new user moves to the position of the existing user. If only two users are
connected to the AP, the new user moves to the midpoint of the line connecting both
existing users. Next, the AP moves to the gravity point (G2) of the plane formed by both
the new user and all existing connected users. The AP moves up to its movable distance
(eAP,th) (Fig.6.3 2⃝). If the AP can reach G2, it stops at G2. If the AP cannot reach G2,
it stops at the point that minimizes the distance between G2 and the AP. In addition, if
there is no existing user, the AP moves to the position of the new user. If only one user
is connected to the AP, the AP moves to the midpoint of the line connecting the new
and existing user. Through movement of the AP and the new user, all existing users
and the new user can minimize the distance to the AP without exceeding the movable
distance upper limit. Thus, users can communicate at a higher transmission rate because
the distance between users and the AP is decreased. As a result, these procedures can
maximize system throughput. This strategy uses [137] as a reference. Note that the
UACMM performs the above procedures for all APs and only the AP with the maximum
Θ value among all APs moves. Algorithm 4 shows the series of actions for the proposed
method. In addition, the UACMM can be performed using O(NSTA · NAP), where NSTA

is the number of terminals and NAP denotes the number of APs.
Note that this study includes the AP selection problem and the AP placement prob-

lem. In addition, improvement of throughput by cooperative movement of both APs
and users is demonstrated. These results are useful for AP selection and AP placement.
Furthermore, each terminal uses saturated traffic, and this study considers the perfor-
mance anomaly in the evaluation (see Sect. 6.4). The effect of the performance anomaly
depends on the distance between AP and users; therefore, if both AP and users move co-
operatively, throughput can be improved effectively. A method for distributing required
load information for autonomic load balancing has been investigated [138,139]. Future
works include investigation of the distribution of required load information to achieve
autonomic load balancing.
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Algorithm 4 An algorithm of UACMM.
1: new user u arrives
2: user u notifies all AP of both dth and the position of u
3: a⇐ 1
4: a∗ ⇐ 1
5: |m∗| ⇐ dth
6: |la∗ | ⇐ e1,th
7: Θa∗ ⇐ 0
8: while All AP do
9: AP a calculates G1, which is the gravity point of the plane formed by all existing

users connected to the AP a
10: AP a calculates the position of new user and move distance of new user |m|
11: AP a calculates G2, which is the gravity point of the plane formed by both all

existing users connected to the AP a and new user u
12: AP a calculates the next position and move distance |la|
13: AP a calculates system throughput Θ
14: if Θa∗ == Θ then
15: if |m∗| + |la∗ | > |m| + |la| then
16: a∗ ⇐ a
17: |m∗| ⇐ |m|
18: |la∗ | ⇐ |la|
19: Θa∗ ⇐ Θ
20: G∗1 ⇐ G1

21: G∗2 ⇐ G2

22: end if
23: end if
24: if Θa∗ < Θ then
25: a∗ ⇐ a
26: |m∗| ⇐ |m|
27: |la∗ | ⇐ |la|
28: Θa∗ ⇐ Θ
29: G∗1 ⇐ G1

30: G∗2 ⇐ G2

31: end if
32: a⇐ a + 1
33: end while
34: user u moves toward the G1

35: AP a∗ moves toward the G2

36: user u connects to AP a∗
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Figure 6.4: Initial configuration of system (1).

6.4 Throughput evaluations
This section evaluates the UACMM using a simulator written in C language. This sec-
tion focuses on system throughput and average AP throughput. Moreover, this section
evaluates the following four characteristics:

I Impact of movable distance of APs on system throughput performance

II Impact of the number of APs on AP throughput performance

III Throughput evaluation when joining and leaving users exist

IV Throughput evaluation considering disconnection methods of a user

Characteristic I shows the effectiveness of AP movement, a key idea of the UACMM.
Characteristic II indicates the effectiveness of AP movement in terms of the throughput
of each AP. Characteristic III assumes a typical wireless communication environment.
Characteristic IV indicates a case when a user who affects communication quality neg-
atively is disconnected to guarantee communication quality. In addition, this section
evaluates system throughput under the assumptions that the move distances of both
users and APs are discrete or continuous values. Note that AP throughput is calcu-
lated by Eq.(2.2). Here, the radio property of the physical layer changes drastically if
the communication environment changes. In this situation, MAC characteristics also
change because MAC depends on the physical layer. If the physical layer and MAC
are assumed, it is expected that the potential effect of cooperative movement becomes
unclear. Therefore, this study does not consider the physical layer and MAC in the eval-
uations. Future work evaluates the UACMM using a network simulator to consider real
environment characteristics, such as control overhead and interference between APs.

6.4.1 Movable distance of APs and throughput performance
First, this section evaluates the relationship between system throughput and AP mov-
able distance. Figure 6.4 shows the system configuration used in the evaluation. In a
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Figure 6.5: Relationship between system throughput and movable distance of both the
AP and new user (vs. minimum distance selection method).
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Figure 6.6: Relationship between system throughput and movable distance for both the
AP and new user (vs. UOMM).

120 m × 120 m area, there are APs at coordinates (30 m, 60 m) and (90 m, 60 m).
This system configuration follows a previous study [106]. In the initial state, only APs
are present. Next, both a x-coordination and a y-coordination of a user is set by con-
tinuous uniform random numbers which range is [0, 120]. Here, 120 indicates the side
length of the system area (see Fig.6.4). Then, the users appear at the position that is
decided by the random value in a moment. Also, the users can move to the specified
position calculated by the Algorithm 4 in a moment. That is, this evaluation assumes
that each user turns on the terminal at two points in the system area, where the initial
position of user and destination point calculated by the Algorithm 4. In the evaluations
of UACMM and UOMM, the appearance position of users for ith (1 ≤ i ≤ 30) trial is
same. All users connect to the AP that offers the highest system throughput. In this
situation, the UACMM improves system throughput compared to two existing methods,
a minimum distance selection method and UOMM. In the minimum distance selection
method, the user connects to the nearest AP without moving. This method is similar to
the AP selection method using RSSI values as the metric, which is a common approach.
Table 5.1 shows the user transmission rate employed in previous studies, and this study
uses the stepped effective transmission rate bei as the transmission rate. This evaluation
assumes saturated UDP flow (the user always has data to send). Each simulation ran
for 30 trials, and the results are the averages of the 30 trials. The position of the user
changed in each simulation.

Figure 6.5 and Fig.6.6 show the throughput improvement ratio of the UACMM com-
pared to the minimum distance selection method and UOMM, respectively. This section
defines the throughput improvement ratio as follows:

Improvement ratio =
ThUACMM

Thexisting
. (6.1)
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In Eq.(6.1), Thexisting is the system throughput of minimum distance selection method
or UOMM, and ThUACMM is the system throughput of UACMM. In Fig.6.5 and Fig.6.6,
the number of joining users is 1, 5, and 10. In Fig.6.5 and Fig.6.6, the horizontal and
vertical axes represent the movable distance of the AP and the movable distance of a
new user, respectively. The movable distance of both the AP and the user changes every
10 m. Here, the aim of this study is to clarify the effectiveness of cooperative move-
ment of both the APs and the users, which greatly contributes to the system throughput
improvement. Therefore, more detailed evaluation is considered as a future work. In
Figs.6.5 and 6.6, the color of the square area (η ≤ ei,th < η + 10, ψ ≤ dth < ψ + 10)(η =
{10, 20, 30, 40, 50}, ψ = {10, 20, 30, 40, 50}) means the system throughput improvement
ratio where ei,th and dth mean the movable distance of ith AP and the user, respectively.
Note that the system throughput improvement ratio of one square includes the boundary
of bottom and left side. From Fig.6.5, if the number of joining users is 1, the system
throughput for the UACMM is 2.8 times greater than that of the minimum distance se-
lection method when the UACMM can obtain the highest values. In addition, with 5
and 10 users, the UACMM can triple system throughput compared to the minimum dis-
tance selection method. However, compared to the minimum distance selection method,
when the number of joining users is high and user movement distance becomes short,
the UACMM does not improve throughput significantly even if AP movable distance in-
creases because it is difficult to improve throughput by an AP movement due to the large
number of users. Therefore, throughput improvement is best achieved by increasing the
movable distance of users rather than that of the AP.

Figure 6.6 shows the improvement ratio of system throughput compared to the
UOMM. For the UACMM, the movable distance of both APs and new users is 10 m to
60 m. When the number of joining users is 1, the UACMM improves system through-
put by up to 2.4 times that of UOMM. If there are 5 and 10 users, system throughput is
improved by up to 2.2 times and 1.4 times, respectively. Here, throughput does not im-
prove significantly when user movable distance is greater than 60 m because users can
reach a position where they can obtain a higher transmission rate when the user mov-
able distance increases. Therefore, the system can obtain higher throughput without AP
movement. In summary, the UACMM can improve throughput significantly compared
to existing methods.

Here, this section evaluates the system throughput when the sum of the AP and user
movable distance is fixed. The experimental environment is the same as that in the
previous evaluations. Figure 6.7 shows the result when the total movable distance is
60 m. In Fig.6.7, the horizontal axis shows the number of joining users in the system,
and the vertical axis shows system throughput. Note that the result of UOMM is for the
same case when the AP movable distance is 0 m. From Fig.6.7, if the number of joining
users is high, the cooperative movement of both APs and users is effective for the system
throughput compared to the case when a AP or a user only moves. Furthermore, the
UACMM improves system throughput by approximately 25 Mbps compared to results
in the UOMMwhen the number of joining users is 10 and UACMM is (AP: 10 m, User:
50 m). In addition, Fig.6.7 shows that if the number of joining users is high, the system
throughput can drastically improve when the movable distance of the user is greater than
the one of the AP. This is because that it is difficult to improve the throughput by only
using AP movement or user one when a large number of users are widely distributed
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Figure 6.8: Initial configuration of system (2).

in the system area. From this result, if the AP and user movable distances are equal,
cooperative movement (AP and user) is more effective than only user movement.

6.4.2 Throughput performance vs. number of APs
This section evaluates the average AP throughput when the number of APs in the system
changes. For the evaluation, an area of 120 m × 120 m as in Sect. 6.4.1 is used. In the
initial state, a specified number of APs are set in the area (Fig.6.8). Subsequently,
users enter the area randomly until the number of users connected to the AP becomes
greater than two. At that point, the average AP throughput are calculated. All APs
have connected users since the number of user is greater than two. Furthermore, the
performance anomaly may occur when at least two or more users connect one AP. The
transmission rate, traffic type, and the number of trials of the simulation are the same as
those in Sect. 6.4.1.

Figure 6.9 shows average AP throughput with the UOMM and the UACMM. The
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Figure 6.9: Throughput performance vs. the number of APs in the system (movable
distance; AP 10 m, new user 10 m).
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Figure 6.10: Throughput performance vs. number of APs in the system (movable dis-
tance; AP 30 m, new user 30 m).

user movable distance is 10 m in both methods, and AP movable distance is 10 m in
the UACMM. From Fig.6.9, the maximum difference between the UACMM and the
UOMM is approximately 8 Mbps when there are 10 APs. Moreover, with 3 APs, the
UACMM attains the same average AP throughput as the UOMM with 10 APs (dotted
line in Fig.6.9).

Next, this section discusses the results shown in Fig.6.10 when the user movable
distance is 30 m in the UOMM and the movable distance of both users and APs is
30 m in the UACMM. Since the user and AP can move the same distance (30 m),
the total movable distance is 60 m. This result shows that the maximum difference
between the UACMM and the UOMM is approximately 4 Mbps when there are 9 APs.
Moreover, with 5 APs, the UACMM can attain the same average throughput achieved
by the UOMM with 10 APs (dotted line in Fig.6.10).

From the above results, it is clear that the UACMM can achieve higher average AP
throughput with fewer APs than the UOMM.

6.4.3 Evaluation of throughput when joining and leaving users exist
Join and leave users can be modeled using a queuing model. Here, the M/M/1 queue
model is used to model joining and leaving users. In this subsection, the relationships
between the utilization rate ρ for M/M/1 join and leave user model and system through-
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Figure 6.12: Utilization rate (ρ) vs. improvement ratio of system throughput (new user
movable distance: 30 m).

put are evaluated. Note that the relationship among ρ, λ, and µ is defined as follows:

ρ =
λ

µ
. (6.2)

In Eq.(6.2), λ and µ indicate user arrival rate and service rate, respectively. The system
configuration is the same as that in Sect. 6.4.1 (Fig.6.4). In the initial state, there are
only APs in the system. Next, the specified number of users appears randomly. Then,
all users connect to the AP with the highest system throughput. This evaluations calcu-
lates the average throughput until all users leave when ρ changes. Then, the UACMM
is compared to the UOMM using throughput improvement ratio based on a minimum
distance selection method. The transmission rate, number of trials of the simulation,
and traffic type are the same as in Sect. 6.4.1. In this evaluation, the number of joining
users is 100, and they have joining time and service time defined by an exponential dis-
tribution. The exponential distribution is yielded by a specified utilization rate ρ, user
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arrival rate λ, and service rate µ. The service rate µ is 0.1 and the arrival rate λ is set to
{0.05, 0.06, 0.07, 0.08, 0.09, 0.1}. Note that the aim of this section is to show the effec-
tiveness of the cooperative movement of both users and APs for the system throughput.
Thus, the more detailed characteristics about the relationship among the arrival rate, the
service rate, and the system throughput are evaluated in the future. The number of users
that can connect to AP N is 10. If the number of connected user is 10, a new user waits
for connecting to an AP until a connected user leaves. Here, this evaluation assumes
that a user joins and connects to the AP, and then the user communicates during the
service time. When communication is finished, the user shutdowns its terminal and the
user leaves the system. The user’s terminal sends the saturated UDP flow when the user
communicates with an AP.

If there is an upper limit of the connectable user number, the queue length becomes
greater as ρ increases. Consequently, the number of users reaches the limit immediately,
and the throughput becomes nearly stable, even if the queue length has increased to
maximum capacity. Since the distance between an AP and users in the UACMM is less
than the UOMM, a user can send data at a higher rate. In addition, the throughput of the
UACMM improves.

Figure 6.11 shows the relationship between the throughput improvement ratio and
ρ when the movable distance of a user is 10 m. The x-axis and y-axis show ρ and the
throughput improvement ratio compared to the minimum distance selection method,
respectively. From Fig.6.11, the average improvement ratio of the UOMM is 1.1 times.
Conversely, even if ρ changes, the UACMM can improve 1.5 and 1.9 times when the
AP movable distance is 10 m and 30 m, respectively.

Figure 6.12 shows similar results when the user movable distance is 30 m. From
Fig.6.12, the average improvement ratio of the UOMM is 1.6 times. On the other hand,
even if ρ changes, the UACMM can improve 1.9 and 2.6 times when the AP movable
distance is 10 m and 30 m, respectively. Therefore, the UACMM can improve through-
put dramatically compared with the UOMM even if the frequency of user’s join and
leave is high.

6.4.4 Evaluation of throughput considering disconnection methods
of a user

Here, this section evaluates throughput when the number of connected users reaches
the upper limit and one user is forced to disconnect due to a new joining user. In this
situation, it is assumed that, given a network policy, the AP disconnects the user with
the most negative impact on AP throughput in order to maintain communication quality.
This evaluation considers three methods for disconnection and assume that the AP has
no resources available for a new user. In the first method, one user is selected randomly
(option 1). In the second method, the user furthest from the AP is selected (option 2).
In the third method, all users return to their initial position and then move to the optimal
position to connect to the AP. Then, the connected user furthest from AP is selected
(option 3). The system configuration used in Sect. 6.4.1 is also used in this evaluation.
Moreover, the AP has the acceptable number of users N. In this evaluation, there are two
APs in the initial system. Then, the acceptable users join the system and they select the
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Figure 6.13: Relationship between system throughput and each option (AP capacity: 2,
new user movable distance: 10 m).
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Figure 6.14: Relationship between system throughput and each options (AP capacity:
2, new user movable distance: 30 m).

AP. Furthermore, if one user joins the system, AP disconnects one user according to the
option. This evaluation investigates the relationships between the acceptable number of
users N and system throughput.

Here, it is expected that the effective selection of the user to be disconnected will
affect system throughput. The user furthest from the AP that has the lowest transmission
rate decreases system throughput. Thus, rather than selecting randomly, if the user
furthest from the AP is selected for disconnection, system throughput can be reduced. In
addition, the UACMM canmaintain higher throughput compared to the UOMMbecause
the distance between the AP and user in the UACMM is shorter.

Figure 6.13 and Fig.6.14 plot the relationships between each option and system
throughput when the acceptable number of users is 2. The x-axis and y-axis show the
option number and system throughput, respectively. Figure 6.13 and Fig.6.14 illustrate
the case in which the user movable distance is 10 m and 30 m, respectively. The AP
movable distance in each figure is set to 10 m, 20 m, and 30 m. From Fig.6.13, the
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Figure 6.15: Relationship between system throughput and each option (AP capacity:
10, new user movable distance: 10 m).
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Figure 6.16: Relationship between system throughput and each option (AP capacity:
10, new user movable distance: 30 m).

system throughput of the UOMM for all options is approximately 30 Mbps. In contrast,
for option 1, the UACMM can achieve 35 Mbps and 38 Mbps when the AP movable
distance is 10 m and 30 m, respectively. Furthermore, if option 2 or 3 are used to discon-
nect the user that is affecting system throughput, throughput improves from 39 Mbps to
40 Mbps by increasing the AP movable distance in UACMM. Figure 6.14 indicates that
the UACMM achieves nearly equal performance as the UOMM when the user movable
distance is 30 m. This is because the UOMM can reduce the distance between a user and
an AP when the movable distance is 30 m. Consequently, even if the AP disconnects any
user, the difference between the UACMM and the UOMM becomes small. However, in
the case of options 2 and, 3 the UACMM can achieve higher throughput (approximately
5 Mbps) than the UOMM. Therefore, the UACMM can improve throughput with any of
the three disconnection methods.

Figure 6.15 and Fig.6.16 show results when the acceptable number of users increases
(10 users). The results shown in Fig.6.15 and Fig.6.16 are similar to the results presented
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Figure 6.17: Initial configuration of system (3).
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Figure 6.18: System throughput with discrete and continuous destination points.

in Fig.6.13 and Fig.6.14, respectively. It is evident from Fig.6.15 and Fig.6.16 that
the difference of throughput between the UACMM and the UOMM is small compared
with N = 2 because there are a significant number of users. However, the throughput
of the UACMM is greater than that of the UOMM for all options. In summary, the
UACMM can improve throughput compared to the UOMM regardless of the discon-
nection method used and when the acceptable number of users changes.

6.4.5 Realistic solution
Here, this section evaluates the UACMM’s performance in a more realistic situation. In
particular, this section evaluates system throughput under the assumption that the move
distances of both users and APs are discrete or continuous values.

Discrete destination points

In the previous evaluations, the destination points of the user and the AP were taken to
be continuous values. However, it is expected that discrete destination points will be
common in actual environments. This section evaluates the system throughput under
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Figure 6.19: Comparing system throughput achieved with gravity point and p-median.

the assumption that the move distances of both users and APs are discrete or continuous
values. If the difference of these system throughput becomes larger, the effectiveness
of the proposal is not shown sufficiently. In order to clarify the difference, this section
evaluated the performance over the simple model without AP selection.

Figure 6.17 shows the system configuration considered in this experiment. The two
tuple shown in the bottom of the AP or each user show the coordinates (x-axis, y-axis)
of the AP or each user in Fig.6.17. This system has one AP in a 120 m × 120 m area,
and 3 existing users are connected to it. The movable distance of both the AP and
a new user is 20 m. This emphasizes the difference between discrete and continuous
destination points. If the destination points are discrete values, the region is divided
by a mesh with an interval of 1 m, and both the AP and new users can be set only on
the grid points. Thus, the AP and a new user move to the grid point that is the closest
to the gravity point. Note that the aim of this chapter is to propose and to evaluate an
AP selection method considering the cooperative moving of users and APs. Therefore,
the evaluation considering methods to determine the realistic grid is the future work.
The number of existing users is 3, and new users appear at randomly in the area same
as subsection 6.4.1. The transmission rate, type of traffic, and number of trials in the
simulation are the same as those of the simulation described in Sect. 6.4.1.

Figure 6.18 shows a comparison of the throughput. From Fig.6.18, continuous and
discrete destination points yield nearly equal throughput; the difference is approximately
1.1 Mbps, and the relative error is approximately 5 %, which is very small. Therefore,
since discrete destination points (realistic solution) yield nearly the same results as con-
tinuous destination points, it is confirmed that the UACMM yields realistic values.

Comparing gravity point and p-median

Next, this section discusses coordination of both APs and users to maximize system
throughput. Note that this evaluation assumes discrete destination points. In this situa-
tion, the coordination is possible by techniques that are not based on the gravity point,
such as the p-median technique [140]. Finding the p-median has been widely stud-
ied [141]. The p-median problem calls for finding the p facilities that minimize the
total distance between the demands and the selected facilities. This study uses the p-
median as the point at which total throughput is maximized. The p-median problem
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is known to be NP-hard [142]. This experiment investigates how system throughput
changes when coordination is realized by the gravity point or the p-median. The exper-
imental environment is the same as that in Sect. 6.4.5.

Figure 6.19 shows a comparison of throughputs. From Fig.6.19, it is evident that the
p-median approach yields nearly equal throughput as the gravity point approach because
the transmission rate is given by a step function. However, even if the transmission rate
is continuous, it is expected that the difference would remain minor because, in this
experiment, the grid points (the destination points) are close to each to other. In other
words, p-median position is nearly equal to the gravity point position. However, the
gravity point can be found more quickly than the p-median. Thus, using the gravity
point for AP selection is very effective in terms of time complexity.

6.5 Conclusion
This chapter has proposed an AP selection method that considers the movement of users
and APs (UACMM). Further, this chapter evaluated the effectiveness of portable APs,
such as mobile Wi-Fi routers, to increase system throughput in a multi-rate wireless
LAN environment. The UACMM can improve system throughput and AP average
throughput dramatically compared to the UOMM that only moves a new user because
the AP can move to a position where existing users can obtain higher transmission rates.
Furthermore, the system throughput under the assumption has been evaluated that the
move distances of both users and APs are discrete or continuous values.

Future work will include the following evaluations:

• Evaluation of UACMM considering real environments (some MAC protocols and
TCP flow case)

• Evaluation of UACMM considering QoS control method such as [143,144]

• Evaluation considering the distribution of required load information to achieve
autonomic load balancing

• Evaluation of UACMM considering methods to determine realistic grid
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Chapter 7

A Media Access Control Method Based
on the Synchronization Phenomena of
Coupled Oscillators over Wireless LAN

In this chapter, to improve the total throughput, a novel media access control method,
SP-MAC, which is based on the synchronization phenomena of coupled oscillators

is proposed.

7.1 Introduction
The rapid spread of mobile terminals, such as smartphones and tablet devices, is in-
creasing the usage of wireless LANs based on IEEE802.11 [1]. IEEE802.11 adopts
CSMA/CA as the MAC. To avoid data frame collisions, CSMA/CA uses the random
differing time (back-off time) derived using a random integer in the CW. However, if
the number of wireless terminals connecting an AP increases, the back-off time derived
by the initial CW tends to conflict among wireless terminals. Consequently, data frame
collisions often occur, which causes the degradation of the total throughput in the trans-
port layer protocols (UDP and TCP). This thesis assumes that the number of wireless
LAN terminals dramatically increases. Therefore, to provide stable and tolerant wire-
less LAN services in the future, it is expected that the collision avoidance will become
one of the critical problems to overcome in wireless LAN networks.

To avoid data frame collisions, several kinds of methods can be used such as point
coordination function (PCF) methods [1, 145–149] and TDMA methods [94, 150–153].
However, these methods always need to control the access timing at the AP. Further-
more, some studies [154,155] use a method in which each terminal autonomously avoids
data transmission conflicts. However, because the methods used in these studies [154,
155] always need to send the control packets to avoid the collision, it is expected that
the overhead increases with the number of wireless terminals. Consequently, the total
throughput decreases when there are numerous wireless terminals. In addition, there
are several resource reservation methods [156–159] based on CSMA/CA [160]. Be-
cause these methods are based on CSMA/CA, they are compatible with the CSMA/CA
terminals. However, these methods require that each wireless terminal needs extra pro-
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cedures for reserving resources and avoiding collisions; for example, sending the current
status and measuring the status of other terminals.

In this chapter, to improve the total throughput by avoiding data frame collisions, a
novel MAC method, SP-MAC, which is based on the synchronization phenomena [161]
of coupled oscillators is proposed and evaluated [35–38]. The key concept of the pro-
posed method is to calculate the back-off time using the synchronized phase with phase
shifting instead of the random integer in the original CSMA/CA method. Moreover,
each terminal independently calculates the synchronized phase with phase shifting after
receiving a control packet from the AP at the beginning of data transmission. Thus,
all terminals can avoid data frame collisions. Next, this chapter evaluates the perfor-
mance of SP-MAC using simulation experiments. The simulations show that SP-MAC
can drastically decrease the probability of data frame collisions and improve the total
throughput when compared with the original CSMA/CA method. Furthermore, this
chapter clarifies that SP-MAC can effectively use the bandwidth by avoiding data frame
collisions when the number of terminals increases.

The rest of this chapter is structured as follows. The synchronization phenomena of
coupled oscillators, and existing methods are described in Sect. 7.2. Section 7.3 explains
the proposed method (SP-MAC) based on the synchronization phenomena of coupled
oscillators. Section 7.4 presents the evaluations and discussions of the results obtained
from simulation experiments. Finally, this chapter is summarized in Sect. 7.5.

7.2 Related works
This section presents an overview of the model for the synchronization phenomena of
coupled oscillators. Moreover, this section describes the existing methods for avoiding
data frame collisions over wireless LAN.

7.2.1 Synchronization model of coupled oscillators
Synchronization indicates that the phenomena caused by multiple oscillators with dif-
ferent periods transform incoherent rhythms into synchronized ones with each interac-
tion. This phenomena is also observed in nature such as the synchronous flashing of
fireflies [162] and the synchronization of metronomes [163]. These synchronized oscil-
lators are called coupled oscillators. During the synchronization, the phase differences
and frequencies of all the coupled oscillators converge at certain values.

Several studies [164–166] discuss the synchronization phenomena, and have pro-
posed mathematical models for this phenomena. Additionally, another study [167] has
demonstrated the synchronization phenomena based on the synchronization model in a
real environment. One of the typical models is the Kuramoto model [168]. This section
explains the synchronization of N coupled oscillators using the Kuramoto model. In
the Kuramoto model, the ith oscillator runs independently at its own natural frequency
ωi and interacts with all the others. Then, the ith oscillator’s phase θi (0 < θ ≤ 2π) is
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calculated using Eq.(7.1).

dθi
dt
= ωi +

K
N

N∑
j=1

sin(θ j − θi) (i = 1, 2, · · · ,N). (7.1)

In Eq.(7.1), K(> 0) indicates coupling strength. The second term is an interaction term,
which is normalized by K/N to be independent from system size N.

In addition, a mathematical analysis [168] is performed using the mean field theory
when numerous oscillators synchronize. The mean field is determined using Eq.(7.2).

MF =
1
N

N∑
j=1

exp(iθ j(t)) ≡ R exp(iθ̄). (7.2)

In Eq.(7.2), R (0 ≤ R ≤ 1) and θ̄ (0 < θ̄ ≤ 2π) indicate the amplitude and phase in
the mean field, respectively. In addition, i denotes an imaginary unit in Eq.(7.2). The
mean field MF is called an order parameter and is used as a synchronization index. If
a collective synchronization occurs, the amplitude R has a constant value and the phase
θ̄ describes a linear increase, such as θ̄ = Ωt. Ω is the collective frequency. When R
is 0, synchronization does not occur. On the other hand, as R increases close to 1, the
synchronization level is strong.

Next, in the Kuramoto model, Eq.(7.1), K has to satisfy Eq.(7.3) for collective syn-
chronization.

K > Kc ,

Kc =
2

πg(ω0)
. (7.3)

In Eq.(7.3), Kc and g(ω0) are the critical coupling strength and density function of a nat-
ural frequency (i.e., the symmetric function with ω0 as the center of all ω), respectively.
For example, if the natural frequency ω has a uniform distribution in [L,U], the density
function is derived using g(ω0) = (U − L)−1. In this case, the critical coupling strength
is determined using Eq.(7.4).

Kc =
2(U − L)

π
. (7.4)

Note that this is a theoretical threshold when there are infinitely oscillators. There-
fore, this chapter has to carefully calculate Kc.

7.2.2 Existing media access controls for collision avoidance
This section explains the existing MAC methods for collision avoidance.

First, the typical collision avoidance methods are IEEE802.11 PCF and its modified
method [145–149]. These methods can avoid data frame collisions because the AP
controls the access timing of all wireless terminals using a polling frame. However, if
multiple APs use the same channel, the transmission of polling frames can fail among
APs because each AP does not synchronize the transmission timing of polling frames. In
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this situation, the wireless terminal cannot send data. In addition, because IEEE802.11
PCF is the option function, DCF and PCF are alternately used. Therefore, the collision
occurs in a DCF period even if PCF is used.

The other collision avoidance method is a TDMA-based method [94, 150–153]. In
TDMA, each slot time is applied to the wireless terminal. Then, even if the number of
wireless terminals increases, no collision occurs. However, the TDMA-based method
needs to strictly synchronize the clock among all wireless terminals. Moreover, the
central terminal always needs to maintain the detailed time slot of all wireless terminals,
and this method cannot coexist with CSMA/CA terminals.

Some studies [154, 155] have proposed a Phase Diffusion Time Division (PDTD)
method that autonomously avoids the conflict of data transmission timing. PDTD is de-
veloped for wireless sensor networks and is based on the dynamics of coupled phase
oscillators among peripheral terminals. In PDTD, each terminal exchanges control
information (including the coupled phase dynamics [155]) within two-hop neighbor
terminals and calculates the communication timing using this information. Another
study [169] has demonstrated the synchronization phenomena by implementing the
PDTD in a real environment. However, PDTD always needs to send control packets
between two-hop neighbor terminals to maintain a collision-free state. Therefore, the
number of control packets (overhead) increases as the number of wireless terminals
increases. The total throughput is expected to decrease as the number of terminals in-
creases. Furthermore, this method cannot be used when CSMA/CA terminals coexist
because CSMA/CA terminals do not transfer control packets.

Finally, some studies [156–159] have proposed a resource reservation method based
on CSMA/CA [160]. First, [156] proposed a method using the modified RTS to re-
serve bandwidth. However, this method needs to overhear the modified RTS from other
wireless terminals. Moreover, because RTS/CTS increases the overhead, the available
bandwidth becomes smaller. Next, EBA [157] and CSMAC [158] try to reserve the time
slot for a data frame transmission at the AP. In these methods, to avoid collision among
the wireless terminals, the AP adjusts the CW for each wireless terminal based on the
next CW value that is sent by each wireless terminal and notifies the terminal of the
adjusted CW. Then, each wireless terminal uses the data frame using the adjusted CW.
However, these methods need to send the next CW to all wireless terminals and the AP
has to synchronize the clock with all the wireless terminals. Finally, [159] proposes a
method, Semi-Random Backoff (SRB), that reuses a time slot in the consecutive back-
off cycles. In this method, after successful transmission using the random value based
on the CW, the successful wireless terminals use the deterministic value based on the
previous random value for the next transmission. Thus, the wireless terminal sends a
data frame using the deterministic back-off time based on the previous one that does not
conflict with the other wireless terminals. However, this method needs to estimate the
number of busy slots for setting the back-off time. Therefore, if the estimation fails, it
is possible that this method would not work effectively. In summary, the existing re-
source reservation methods require that each wireless terminal needs extra procedures
for reserving resources and avoiding collisions. Therefore, this chapter proposes a new
method that does not require the wireless terminal to send the extra control frame and
observe the transmission status.
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Figure 7.1: Example: cosine curves of synchronized oscillators with phase shifting.

7.3 SP-MAC: A media access control method based on
the synchronization phenomena of coupled oscilla-
tors

This section explains the proposed MAC method (SP-MAC) based on the synchroniza-
tion phenomena of coupled oscillators.

7.3.1 Overview of SP-MAC
As mentioned in Sect. 2.1, CSMA/CA in the IEEE802.11 standard calculates the back-
off time using a random integer derived from the discrete uniform distribution [0, CW].
SP-MAC uses the synchronized phase based on Eq.(7.1) for setting the back-off time
instead of using a random integer. It should be noted that all the oscillators synchronize
with phase shifting. Fig.7.1 shows an example of cosine curves that result when four
oscillators synchronize with phase shifting. Each cosine curve indicates the phase of
each oscillator. When all the oscillators synchronize with phase shifting, each oscillator
has a different cos θi(t) at time t. After a certain time ∆t passes (t + ∆t), the relationship
of cos θi(t) changes; for example, cos θ1(t) > cos θ4(t) and cos θ1(t+∆t) < cos θ4(t+∆t).
Therefore, it is expected that SP-MAC can avoid the overlap of back-off time among
terminals using these synchronized phases with phase shifting.

For this study, the following preconditions are set.

• The AP and all wireless terminals do not move.

97



• The AP and all wireless terminals stop using the RTS/CTS function (i.e., they do
not send RTS/CTS).

7.3.2 Detailed procedures of SP-MAC
This section presents the details of the procedures for the AP and wireless terminals in
SP-MAC.

Initially, the AP determines the control parameters in advance. Then, it sends the
parameters to all wireless terminals at the beginning of the data transmission.

Procedures at AP

1. The AP determines the number of connected wireless terminals N based on the
number of connection requests from wireless terminals.

2. The AP determines the natural frequency ωi and coupling strength K, which sat-
isfy the synchronizing condition according to N (see Sect. 7.2.1). To lead the
condition that each oscillator synchronizes with phase shifting, the AP adopts a
different ωi for each wireless terminal (i.e., there is no overlap among all ωi).
Next, the AP sets an ID i (1 ≤ i ≤ N), which identifies each wireless terminal.
Then, the AP applies ωi and an initial phase θi(0) to the i-th wireless terminal.
Each initial phase θi(0) has a different value to avoid the collision at the beginning
of the data transmission.

3. Using a beacon, the AP sends the control parameters, which include i, θi(0), ωi,
K, a control interval ∆t, and N for all wireless terminals.

4. After sending the beacon, if the AP receives a data frame from a wireless terminal,
it sends an ack frame in the same manner as the original CSMA/CA method.

5. If the number of wireless terminals changes after each wireless terminal starts
data transmission, the AP modifies the control parameters based on N and sends
them using a beacon again.

Then, each wireless terminal works as follows after receiving the beacon.

Procedures at Wireless Terminal

1. After receiving the beacon, the wireless terminal immediately starts calculating
the phase using the control parameters. Next, the wireless terminal calculates
the phase θi(t) for all ID i using Eq.(7.1) for every ∆t. The phase calculation
continues, even if there is no data for transmission while connecting to the AP. If
the wireless terminal receives a beacon including the control parameters from the
AP again, it uses the control parameters in the latest beacon.

2. If data arrives from the upper layer at time t, the wireless terminal calculates the
back-off time Backoff using Eq.(7.5) and the phase θi(t) for each ID i (see Fig,7.2).
In Eq.(7.5), SlotTime and ξ show the slot time interval specified in IEEE802.11
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Figure 7.2: Relationship between the phase and back-off time of SP-MAC.

Algorithm 5 Procedures at AP.
Require: N ≥ 0
1: Set K and ωi based on N for a terminal i
2: Send (i, θi(0), ωi,K,∆t,N) by using beacon
3: loop
4: if Receive a data frame from the terminal then
5: Send an ack frame for the terminal
6: end if
7: if The number of wireless terminals changes then
8: goto 1 :
9: end if
10: end loop

and a coefficient for obtaining the normalized phase, respectively. This chapter
sets ξ equal to 1002) [35, 36].

Backoff = ((| cos θi(t)| × ξ) mod N) × SlotTime. (7.5)

3. When the channel remains idle after DIFS and the back-off time, the wireless
terminal sends a data frame, which is the same as the one used in the original
CSMA/CA method. If the wireless terminal detects data frame collisions, it cal-
culates the new back-off time using Eq.(7.5) and the phase when the collision is
detected again. Then, the wireless terminal retransmits the data frame.

The above-mentioned procedures are summarized in Algorithm 5 and Algorithm 6.
If the AP needs to send data, i.e., there is a downlink flow from the AP to the wireless
terminal, it uses one of the phases and repeats the same procedures at wireless terminals.
Therefore, the downlink flow can coexist with the uplink flow.

SP-MAC only sends the control parameters for calculating the phase at the begin-
ning of transmission. Hence, each wireless terminal works autonomously based on the
model for the synchronization phenomena of coupled oscillators. Furthermore, because
SP-MAC is based on the original CSMA/CA (i.e., only the calculation of back-off time
at the wireless terminal is different), it can be used for an environment where both the
SP-MAC terminals and the original CSMA/CA terminals exist [36]. The drawback of
SP-MAC is to need the calculation of the Eq.(7.1) for every ∆t.

2)This chapter adopts ξ = 100 for setting the time scale of the back-off time equal to the one used with
the CSMA/CAmethod. Moreover, because this study focus on basic performance, the detailed discussion
regarding ξ includes future work.
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Algorithm 6 Procedures at wireless terminal.
Require: i, θi(0), ωi,K > Kc,∆t > 0,N ≥ 0
1: timecurrent ⇐ 0
2: calcinterval ⇐ ∆t
3: loop
4: if timecurrent > calcinterval then
5: for all i (1 ≤ i ≤ N) do
6: Calculate θi(t) using Eq.(7.1)
7: end for
8: calcinterval ⇐ calcinterval + ∆t
9: end if
10: if The terminal wants to send a data frame then
11: Calculate Back-off time using Eq.(7.5)
12: Send a data frame after DIFS and Back-off time
13: end if
14: if Detect collision at timecurrent then
15: Calculate Back-off time using Eq.(7.5) at timecurrent
16: goto 12 :
17: end if
18: if Receives a beacon including the control parameters from the AP then
19: goto 1 :
20: end if
21: end loop

7.4 Simulation experiments
This section discusses the SP-MAC evaluations using the network simulator ns2 [98].
First, for basic evaluations, this section compares SP-MAC to the original CSMA/CA.
Then, this section shows the comparative evaluations between SP-MAC and the typical
existing methods for collision avoidance (PCF in IEEE802.11, TDMA, and SRB [159]).
Next, this section presents the results under the scenario where both SP-MAC and
CSMA/CA exist. Then, this section discusses the results when the joining and leaving
terminals exist. Finally, this section shows the results considering a multi-rate wireless
LAN environment.

7.4.1 Simulation settings
Table 7.1 and Fig.7.3 show simulation parameters and the simulation model. This net-
work uses the IEEE802.11g (PHY) [40] for the wireless LAN environment, and SP-
MAC is implemented in all wireless terminals. The evaluations assume that none of
the terminals are moved. This model consideres the case in which wireless terminals
are the senders and generated 60 seconds of traffic (each wireless terminal generated
one flow). Next, UDP and TCP are used for the transport protocol and TCP-Reno with
Sack (the basic control) and CUBIC-TCP (the standard of Linux and Android OS) for
TCP version. All wireless terminals are always sending data, and the sending rate of
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Table 7.1: Simulation parameters.

Simulator ns2 (ver.2.34)
Wireless environment IEEE802.11g
AP buffer size 250 packets
Transport protocols UDP, TCP
Segment size 1000 byte
TCP receiver window size 128 Kbyte
Simulation time 60 sec

Wired 

100Mbit/s 

10ms 

Wireless 

Router AP 

Senders 

Wired 

100Mbit/s 

10ms

Receivers 

IEEE802.11g 

Figure 7.3: Simulation model.

UDP was 30 Mbps. Each TCP flow sends data using FTP. The simulation results show
averages of 10 trials. This study evaluates the number of data frame collisions and the
total throughput determined by receipt data at the receiver terminal.

SP-MAC sets the control parameters [35] as follows by considering the synchroniza-
tion condition (see Sect. 7.2.1). First, the initial phase θi(0) and natural frequency ωi are
set to non-overlapped values in the range of (0, 1.0) and [0, 2.0], respectively. Then,
these evaluations set the coupling strength K to 5 by considering Eq.(7.3) and Eq.(7.4),
such that it is larger than the critical coupling strength Kc. The control interval ∆t is
set to 10 ms. In this condition, for N = 20, the convergent amplitude R and frequency
Ω in the mean field are 0.993 and 1.05, respectively. Thus, using these parameters, all
wireless terminals synchronize with phase shifting.

7.4.2 Basic performance evaluations
First, this section shows the number of data frame collisions. Tables 7.2, 7.3, and 7.4
show the results of UDP, TCP-Reno with Sack, and CUBIC-TCP when the number of
flows changes from 5 to 20, respectively. From Tables 7.2, 7.3, and 7.4, the number of
data frame collisions increases with the number of flows, as in the case of the original
CSMA/CA. This occurs because the initial back-off time tends to conflict easily when
the number of flows increases. In particular, because UDP always uses a higher trans-
mission rate (30 Mbps) than that of TCP, it has the largest number of collisions. On
the other hand, SP-MAC can drastically reduce the number of data frame collisions in
all the transport protocols. In SP-MAC, the collisions only occur at the beginning of
data transmission. For example, for 20 UDP flows, the collisions occur from 0 to 2 sec.
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Table 7.2: The number of collisions for each flow (UDP).
The number of flows CSMA/CA SP-MAC

5 55234.9 1.0
10 94796.6 3.2
20 135802.5 10.2

Table 7.3: The number of collisions for each flow (TCP-Reno with Sack).
The number of flows CSMA/CA SP-MAC

5 17632.2 0
10 32554.5 0
20 42999.0 0

Table 7.4: The number of collisions for each flow (CUBIC-TCP).
The number of flows CSMA/CA SP-MAC

5 18446.9 0
10 56168.3 0
20 75248.9 1.4

The Kuramoto model requires a specific amount of time for synchronization, and the
convergence time is around 2 sec in this environment. Consequently, if the transmission
rate is always high as with UDP, the collisions occur at the beginning of data transmis-
sion. Moreover, in TCP-Reno with Sack and CUBIC-TCP, the collisions rarely happen,
compared with UDP, because TCP controls the transmission rate. In addition, because
TCP-Reno with Sack usually has a lower congestion window size than CUBIC-TCP,
no collisions occur in this environment. Therefore, it is confirmed that collisions rarely
happen using SP-MAC even when the number of flows increases.

Next, this section shows the total throughput. Figures 7.4, 7.5, and 7.6 plot the to-
tal throughput of UDP, TCP-Reno with Sack, and CUBIC-TCP when the number of
flows changes from 5 to 20, respectively. From Figs.7.4, 7.5, and 7.6, SP-MAC can
obtain higher throughput than the original CSMA/CA method. In the case of UDP
and CUBIC-TCP, the throughput of the original CSMA/CA method tends to decrease
as the number of flows increase. UDP uses a stable transmission rate of 30 Mbps be-
cause it does not have a rate control mechanism. Therefore, because the number of
collisions increases with the number of flows, the number of received UDP segments
at the receiver decreases. Consequently, the total throughput of UDP decreases. Next,
CUBIC-TCP drastically increases the congestion window size at the beginning of data
transmission. Therefore, if the number of flows increases, the number of transmitted
data frames also drastically increases. In this situation, a TCP segment can be eas-
ily lost because a continuous collision of data frames occurs, as in the case of UDP.
Therefore, the total throughput of CUBIC-TCP also decreases as the number of flows
increases. In TCP-Reno with Sack, because the increment rate of the congestion win-
dow size is significantly smaller than that of CUBIC-TCP, the number of collisions is
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Figure 7.4: The total throughput for each flow (UDP).
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Figure 7.5: The total throughput for each flow (TCP-Reno with Sack).

also smaller than CUBIC-TCP. As a result, the total throughput of TCP-Reno with Sack
does not decrease in this environment. On the other hand, SP-MAC increases the total
throughput as the number of flows increases in UDP, CUBIC-TCP, and TCP-Reno with
Sack cases. This is because SP-MAC can drastically decrease the number of collisions
(see Table 7.2, Table 7.3, and Table 7.4), and the idle time of the channel decreases as
the number of flows increases. In addition, because the AP sends data (TCP-ACK) in
Figs.7.5 and 7.6, they show the case when the downlink flow coexists with the uplink
flow. Therefore, these results indicate that SP-MAC can support the coexistence of both
the uplink and downlink flow.

If the collision causes data loss, the difference of the congestion window size among
TCP flows increases. Then, the throughput becomes unfair [170] among uplink (from
the wireless terminal to AP) TCP flows in the wireless LAN (CSMA/CA). However,
because SP-MAC can drastically reduce the number of collisions, it is possible to solve
the throughput unfairness. Thus, this section evaluated the throughput of each flow and
determined whether SP-MAC could obtain the fairness. Figure 7.7 shows the standard
deviation of each flow when TCP version is CUBIC-TCP. As shown in Fig.7.7, the
standard deviation of the original CSMA/CA method increases when the number of
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Figure 7.6: The total throughput for each flow (CUBIC-TCP).
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Figure 7.7: The standard deviation of each flow (CUBIC-TCP).

flows increases from 5 to 10. Therefore, the difference of throughput among TCP flows
increases because the difference of the congestion window size between the collision
terminal and collision-free terminal increases. On the other hand, as mentioned above,
in SP-MAC, collisions hardly occur when all flows use the access interval based on the
synchronized oscillators. Therefore, even if the number of flows increases, all flows
can obtain almost the same congestion window size. Consequently, the throughput of
all flows becomes almost the same. Therefore, it is clear that SP-MAC can obtain
throughput with more TCP fairness than the original CSMA/CA method.

7.4.3 Comparative evaluation with existingmethod for collision avoid-
ance

This section compares SP-MAC to the existing methods for collision avoidance. This
evaluation uses PCF in IEEE802.11 because PCF can avoid collisions and coexist with
CSMA/CA (DCF) in the same manner as SP-MAC. In addition, this study uses TDMA
because it can completely avoid collisions and have lower overhead using the time
scheduling. Furthermore, this evaluation uses SRB because it is based on CSMA/CA
and can avoid collisions effectively.
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Figure 7.8: The total throughput of UDP for each flow when comparing SP-MAC to
PCF, TDMA, and SRB.
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Figure 7.9: The rate of the sum of receipt control frame size and management frame
size compared to total receipt frame size.

Figure 7.8 plots the total throughput of UDP for each flow. In TDMA, the slot time is
allocated for all wireless terminals, including the AP, and one slot time is set equal to the
time required for sending one data frame. As shown in Fig.7.8, PCF can obtain a higher
total throughput than the CSMA/CA when the number of wireless terminals becomes
larger than 10 (i.e., the collisions often occur) because it can avoid the collisions of data
frames by polling. However, the total throughput of PCF decreases as the number of
flows increases. Because PCF is the option function in IEEE802.11, the contention-
free period of PCF and the contention period of DCF are continuously repeated. In
the contention-free period, there are no collisions. On the other hand, the contention
period has collisions. Therefore, the contention period decreases the total throughput
of the PCF case as the number of flows increases. On the other hand, SP-MAC can
drastically reduce collisions (see Table 7.2). Thus, the total throughput of SP-MAC is
larger than that of PCF. Additionally, the total throughput of SRB is also larger than
that of PCF and CSMA/CA because it can avoid collisions effectively. However, SP-
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Figure 7.10: The total throughput of UDP for each flow in the unsaturated flow case.

MAC can obtain higher total throughput than SRB. This is because that the average
back-off time of SRB is larger than that of SP-MAC. SRB uses the deterministic value
for the back-off time after successful transmission using the random value. Therefore,
because SRB uses a binary increase of CW after collisions, the average back-off time
becomes larger when the deterministic value is set after collisions. On the other hand,
SP-MAC does not use the binary increase even if the collisions occur. As a result, the
total throughput of SP-MAC is larger than that of SRB. Next, TDMA has the highest
throughput because there is no collision using the time scheduling and it does not require
the ack frame transmission for confirming successful data transmission. Thus, TDMA
result shows the maximum performance in this environment. In this case, SP-MAC
can obtain higher throughput than CSMA/CA, PCF, and SRB. Therefore, SP-MAC can
achieve the closest value against the maximum performance of TDMA.

Next, Fig.7.9 shows a rate of the sum of receipt control frame size (ack and poll)
and management frame size (beacon) compared to total receipt frame size. That is,
Fig.7.9 indicates the control overhead of each method. In Fig.7.9, because TDMA does
not send control frame during the transmission, the SP-MAC, PCF, and SRB results
were only shown. As shown in Fig.7.9, the SP-MAC rate is smaller than that of PCF
when the number of flows is larger than 10. This occurs because the total receipt frame
size of PCF decreases by collisions of data frames as the number of flows increases.
Furthermore, the receipt control frame size and management frame size for polling (poll
and beacon) does not decrease because collisions of control frames hardly occur using
short IFS time. As a result, the rate of control frame size increases when the number
of flows increases. On the other hand, SP-MAC does not increase collisions, even if
the number of flows increases. In addition, SP-MAC does not send any control frames
to avoid collisions during data transmission. Thus, because the number of receipt data
frame is usually the same as that of an ack frame, the rate of receipt control frame size
and management frame size does not increase even if the number of flows increases.
Therefore, the rate of SP-MAC is smaller than that of PCF. Furthermore, the control
overhead of SP-MAC is almost same as that of SRB.

The situation shown in Fig.7.8 assumed the saturated flow case; all wireless termi-
nals always have data for transmission. However, it is expected that each flow does not
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always send data (unsaturated flow). Therefore, this evaluation shows the throughput of
an unsaturated flow case. Figure 7.10 plots the total throughput of UDP for each flow
in the unsaturated flow case, where the number of flows is 5. In this evaluation, each
wireless terminal has a data transmission time and an idle one, and these values have
the exponential distribution with mean ∆T (in the range of [100, 5000]ms). In Fig.7.10,
the x-axis duration indicates ∆T . As shown in Fig.7.10, SP-MAC can obtain the best
throughput in the unsaturated flow scenario. Because SP-MAC has lower collisions than
CSMA/CA and PCF, the throughput of SP-MAC is larger than that of CSMA/CA and
PCF. In addition, because the average back-off time of SP-MAC is smaller than that of
SRB, the total throughput of SP-MAC is lager than that of SRB. On the other hand,
the throughput of TDMA decreases as the duration increases. This occurs because all
wireless terminals do not always send data in this case. That is, if the duration increases,
the unused time slot becomes larger because the wireless terminal does not always have
transmission data. As a result, the throughput of TDMA decreases. Then, because
SP-MAC can send data when the channel becomes idle, like CSMA/CA, SP-MAC can
obtain higher throughput than TDMA. Furthermore, it is important to note that TDMA
cannot simultaneously exist with CSMA/CA. On the other hand, SP-MAC can simulta-
neously exist with CSMA/CA. Thus, the next section will show the coexisting scenario.

7.4.4 Performance evaluation when both SP-MAC and CSMA/CA
exist

This section evaluates the throughput (UDP case) when both the SP-MAC and CSMA/CA
terminals exist in the same wireless LAN system. In this evaluation, the total number of
wireless terminals is always set to 20 (and remained unchanged). However, the number
of CSMA/CA (SP-MAC) terminals changes from 0 to 20.

Firstly, results of UDP flows are explained. Figure 7.11 shows the total throughput
when the number of SP-MAC and CSMA/CA terminals changes. When the number
of CSMA/CA terminals was zero, only SP-MAC terminals were present. Similarly,
when the number of CSMA/CA terminals was 20, no SP-MAC terminals existed. As
shown in Fig.7.11, the CSMA/CA terminals can achieve throughput even when the SP-
MAC terminals exist because SP-MAC changes the mechanism of the back-off time
calculation. Here, Fig.7.12 shows the average throughput for each method. As shown
in Fig.7.12, the SP-MAC method can achieve higher throughput than the CSMA/CA
method. This is due to the fact that SP-MAC does not use the binary increase, like
CSMA/CA, when the collisions occur. That is, the back-off time of SP-MAC terminals
is relatively lower than that of CSMA/CA terminals. As a result, the throughput of
SP-MAC is higher than that of CSMA/CA.

Secondly, results of TCP flows are discussed. Figure 7.13 shows the total throughput
of CUBIC-TCP and Compound-TCP, respectively. From Fig.7.11 and Fig.7.13, when
the terminal sends data by TCP, the trend of throughput is almost the same as that in
the UDP. The total throughput of TCP is slightly smaller than that of UDP because TCP
needs to wait for TCP-ACK segments. Here, Fig.7.14 shows the average throughput of
CUBIC-TCP in Fig.7.13. From the results in Fig.7.14, the average throughput of SP-
MAC terminals with CUBIC-TCP is greater than that of CSMA/CA terminals same as
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Figure 7.11: The total throughput of UDP when both SP-MAC and CSMA/CA exist.
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Figure 7.12: The average throughput of UDP when both SP-MAC and CSMA/CA exist.

the case of UDP.
According to the above results, both SP-MAC and CSMA/CA terminals communi-

cate simultaneously. Furthermore, these results show that the total throughput improves
as the number of SP-MAC terminals increases because SP-MAC can avoid collisions.
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Figure 7.13: The total throughput of CUBIC-TCP when both SP-MAC and CSMA/CA
exist.
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Figure 7.14: The average throughput of CUBIC-TCP when both SP-MAC and
CSMA/CA exist.
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Figure 7.15: The total throughput of UDP when join and leave wireless terminals exist.
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Figure 7.16: The time change of total throughput (UDP) when join and leave wireless
terminals exist (SP-MAC, CSMA/CA, and SRB).

7.4.5 Performance evaluation when join and leave wireless termi-
nals exist

Previous evaluations showed the results when the number of wireless terminals is fixed
(static condition). However, in the real environment, it is possible that the wireless ter-
minals dynamically join and leave. Therefore, this section shows whether SP-MAC can
handle the dynamic condition well when the wireless terminals join and leave. This
evaluation considers a following scenario; To begin with, 20 wireless terminals join a
network at the begging of simulation. Next, 10 wireless terminals leave from the net-
work at 15s. Then, 5 wireless terminals leave from the network at 25s. After that,
5 wireless terminals join the network at 35s. Finally, 10 wireless terminals join the
network at 45s. In this environment, all wireless terminals always have data for trans-
mission while they join the network. Figure 7.15 shows the total throughput of each
method when the wireless terminals dynamically join and leave. From Fig.7.15, the
trend of total throughput in the dynamic condition is almost same as that of the static
condition (see Fig.7.8). Furthermore, the control overhead of the dynamic condition is
almost same as that of the static condition in Fig.7.9. Next, Fig.7.16 shows the time

110



Table 7.5: Estimated total throughput of all terminals when CSMA/CA is used for MAC
protocol.

Number of flows 5 10 20
Case 1 20.8 Mbps 30.0 Mbps 38.6 Mbps
Case 2 7.3 Mbps 6.6 Mbps 6.3 Mbps

change of total throughput. In Fig.7.16, the results of CSMA/CA, SRB, and SP-MAC
are only shown because these methods are based on the back-off mechanism3). From
Fig.7.16, SP-MAC and SRB can obtain the stable throughput because these methods can
avoid collisions effectively. Furthermore, SP-MAC can get higher total throughput than
CSMA/CA and SRB. In CSMA/CA, the total throughput increases when the number
of wireless terminals decreases because the number of collisions decreases. Therefore,
SP-MAC can handle the dynamic condition well same as the other methods when the
wireless terminals join and leave.

7.4.6 Performance evaluation of SP-MAC over multi-rate wireless
LAN environment

Previous evaluations showed that SP-MAC can dramatically decrease the data frame
collisions and improve the total throughput of all wireless terminals compared to the
one of CSMA/CA in a single-rate environment where all terminals use same transmis-
sion rate. Here, the wireless terminals usually use a multi-rate transmission control for
effective communication over the environment where each terminal has the different
communication environments (see Sect.2.2). This section evaluates the performance
of SP-MAC over the multi-rate wireless LAN environment and clarifies whether SP-
MAC can get higher total throughput compared to CSMA/CA by avoiding data frame
collisions.

This simulation considers the case in which wireless terminals are the senders and
generate 60 seconds of traffic (each wireless terminal generated one flow). Next, all
wireless terminals generate UDP traffic (30 Mbps). This section evaluates the total
throughput determined by receipt data at the receiver terminal, the number of data frame
collisions, and the improvement ratio of the SP-MAC’s average throughput compared to
CSMA/CA. Note that this evaluation assumes that the number of terminals N is stable
and none of the terminals were moved. Furthermore, other simulation environments
such as parameters of SP-MAC and the number of simulation trials is same as previous
evaluations.

This evaluation considers following two multi-rate scenarios; (Case1) N − 1 termi-
nals send data with 54 Mbps and one terminal sends data with 6 Mbps, (Case2) N − 1
terminals send data with 6 Mbps and one terminal sends data with 54 Mbps. Note
that Case1 and Case2 show the impact of performance anomaly is small or large, re-
spectively. Table 7.5 indicates the estimated total throughput using Eq.(2.2) in case of
CSMA/CA.

3)The trend of TDMA and PCF are almost same as that of SP-MAC and CSMA/CA, respectively.
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Figure 7.17: The total throughput for each flow (Case1).
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Figure 7.18: The total throughput for each flow (Case2).

Figure 7.17 and Fig.7.18 show the total throughput of all wireless terminals when
the number of flows changes from 5 to 20. Fig.7.17 and Fig.7.18 indicate the result of
Case1 and Case2, respectively. From Fig.7.17 and Fig.7.18, SP-MAC can get higher
total throughput compared to CSMA/CA in both cases. For example, in Case1, when
the number of flows is 5, 10, and 20, the differences between CSMA/CA and SP-MAC
are 5.8 Mbps, 10.1 Mbps and 13.3 Mbps, respectively. From the above results, SP-MAC
improves the total throughput drastically over the multi-rate wireless LAN environment
compared to CSMA/CA. Furthermore, the total throughput of SP-MAC is close to the
estimated value shown in Table 7.5. From these results, SP-MAC can use the bandwidth
effectively in the multi-rate environment than CSMA/CA. Here, Table 7.6 and Table 7.7
show the number of data frame collisions. Table 7.6 and Table 7.7 indicate the results
of Case1 and Case2, respectively. From Tables 7.6 and 7.7, the number of data frame
collisions increases with the number of flows in eachMAC protocol. However, SP-MAC
can dramatically reduce the number of data frame collisions compared to CSMA/CA in
both cases. As a result, SP-MAC can obtain higher total throughput than CSMA/CA.

Next, Fig.7.19 and Fig.7.20 plot the throughput improvement ratio of SP-MAC com-
pared to CSMA/CA in Case1 and Case2, respectively. From Figs.7.19 and 7.20, SP-
MAC increases the throughput improvement ratio as the number of flows increases in
both cases. In Case1, when the number of flows is 20, the improvement ratio of SP-
MAC terminals with 54 Mbps rate are 1.9 times greater than the one of CSMA/CA
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Table 7.6: The number of data frame collisions for each flow (Case1).

Number of flows CSMA/CA SP-MAC
5 24129.8 0.5
10 53868.2 2.2
20 95943.2 9.2

Table 7.7: The number of data frame collisions for each flow (Case2).

Number of flows CSMA/CA SP-MAC
5 10557.6 0.8
10 16561.8 3.2
20 22928.7 12.2

terminals. Moreover, the SP-MAC terminal with 6 Mbps is 1.2 Mbps greater than the
one of CSMA/CA terminal. This is because SP-MAC can use the bandwidth effec-
tively by avoiding data frame collisions compared with CSMA/CA even if the number
of flows increases. Furthermore, the throughput of 54 Mbps terminal in Case2 drasti-
cally improves comparing with the one in Case1. Especially, if the number of flows is
20, the terminal with 54 Mbps can improve about 3.5 times larger than CSMA/CA. That
is, the effect of SP-MAC for the high rate terminal becomes larger in the environment
where the impact of performance anomaly is large. On the other hand, the improvement
ratio of the terminal with 6 Mbps rate in Case2 is almost same as the one in Case1. This
is because the throughput of 6 Mbps terminals is mainly affected by the transmission
delay rather than the number of collisions.

From these simulation results, SP-MAC can obtain higher total throughput than
CSMA/CA in two multi-rate environments.

7.5 Conclusion
In CSMA/CA of the IEEE802.11 wireless LAN, if the number of wireless terminals
connecting to an AP increases, the number of data frame collisions increases. This oc-
curs because the back-off time determined by the initial CW of each flow easily tends
to have the same value. Therefore, this chapter proposed a new MAC method, SP-
MAC, based on the synchronization phenomena of coupled oscillators. SP-MAC uses
the synchronized phase with phase shifting for calculating the back-off time. Moreover,
simulation evaluations showed that SP-MAC can avoid collisions and improve the total
throughput. In addition, because SP-MAC can drastically avoid collisions, it can effec-
tively use the bandwidth when the number of wireless terminals increases. Therefore,
SP-MAC could become a solution for the terrible congestion in future wireless LAN
networks.

Finally, the following work could be studied in the future:

• Consideration for overlapping BSS(OBSS)
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Figure 7.19: Improvement ratio of the SP-MAC’s average throughput compared to
CSMA/CA (Case1).
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Figure 7.20: Improvement ratio of the SP-MAC’s average throughput compared to
CSMA/CA (Case2).

• Evaluation when hidden terminals exist

• Detailed evaluation when the uplink flow coexists with the downlink flow [171,
172]

• Extension of SP-MAC to support QoS control method [173,174]

• Evaluation using SP-MAC implementation in a real environment
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Chapter 8

Conclusion

Wireless LANs based on IEEE 802.11 standard have become increasingly popular
in recent times, and they are used in various environments such as homes, offices,

and schools. However, the wireless LAN technology has various issues. To solve these
issues, some technologies are actively studied. An example of the realization for these
solutions is to control the entire system by behavior of individual elements constituting
a system which is according to the local rule. One of the example of the system which
realize the above solution is natural world. By considering the control which imitate
the behavior of the natural world, the solution of the issues which is described above
can be proposed. However, in order to achieve the purpose, it is necessary to clarify
what gimmicks operates in the natural world. To achieve this issue, modeling, which is
a method for representing a phenomenon by a formula, is a useful tool. this thesis pro-
poses advanced technologies for wireless LANs which are to control the entire system
by behavior of according to the local rule with individual elements constituting a system
as the natural world. In particular, this thesis focuses on load balancing, power saving,
and improving the reachability of terminals for ad hoc networks. Furthermore, this the-
sis pays attention to an AP selection method and a media access control method for
infrastructure networks. For the power saving and load balancing of ad hoc networks,
in particular, this thesis focused on autonomous decentralized clustering based on lo-
cal interaction (back-diffusion method). Numerical simulations clarified that the back-
diffusion method can guarantee the stability of the range of the distributions formed
by the proposed method. In addition, by changing the components of the distribution
vector, the back-diffusion method cannot set strictly the number of clusters, but can de-
cide the number of clusters to some (large or small) extent. This thesis proposed and
evaluated a cluster guaranteeing stability method that maintains the number of clusters.
Additionally, this thesis showed the importance of a clustering method that reflects the
network condition, with regard to power consumption and data transfer efficiency. Eval-
uations focused on the temporal change in the percentage of live nodes, the FND time,
and the amount of the data received by the sink node. From evaluations, the clusters
yielded by the back-diffusion method are superior in all respects to those generated by
the bio-inspired method. This means that reflecting the network condition for clusters
is effective from the point of view of both power consumption and data transfer effi-
ciency. Moreover, this thesis proposed a design method of a radio transmission range of
terminals in order to achieve power saving and communication reachability. This thesis
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also clarified the effectiveness of the proposed method using two routing protocols and
two MAC protocols. Simulation results demonstrated that setting the communication
range using the proposed method can provide significant improvements in goodput and
power savings when DSDV and TDMA are used as the routing protocol and the MAC
protocol. For infrastructure networks, this thesis also proposed a throughput prediction
method for APs based on the estimation method that yields the distribution of the termi-
nals in order to reduce calculation cost. Simulations showed that the proposed method
can output almost the same predicted values as the existing method but at low calculation
cost of O(1). Moreover, relative error increases when terminals are distributed widely in
the system field. Additionally, this thesis compared the calculation cost of the proposed
method and the existing method. From evaluations, the number of steps of the proposed
method is less than that of the existing method if the number of terminals connected
to the AP is greater than 7. Furthermore, this thesis suggested an AP selection method
based on coordination between both moving users and moving APs (UACMM) in order
to maximize the system throughput. The UACMM can improve system throughput and
AP average throughput dramatically compared to the user only cooperation method that
only moves a new user because the AP can move to a position where existing users can
obtain higher transmission rates. Moreover, this thesis proposed a new MAC method,
SP-MAC, based on the synchronization phenomena of coupled oscillators in order to
avoid the frame collision. This thesis showed that SP-MAC drastically decreases the
data frame collision and improves the total throughput when compared with the origi-
nal CSMA/CA method and some existing MAC protocols. That is, this thesis showed
that SP-MAC can effectively use the bandwidth when the number of wireless terminals
increases.

Future works for individual technologies are described in Sect. 3.5, Sect. 4.5, Sect. 5.5,
Sect. 6.5, and Sect. 7.5. Common future works for all technologies include:

• Performance evaluation of the proposal when other models of the nature are used

• Evaluation of cooperative operation among each advanced technology

• Evaluation of performance considering real machines
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