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Expressive facial animation has an important role in communication. Some avatars can express them using Face Tracking, 
that is one of the typical facial expression synchronization methods, but facial expressions cannot be created from previously 
recorded speech or synthetic speech without facial expressions. In this study, we propose a method to generate facial animation 
using only voice. Specifically, a learning model is designed using the acoustic features of the uttered speech as input and the 
parameters of the Action Unit (AU) analyzed from the facial expression video as teacher data. The experimental results 
indicated that the loss value of our proposed method was lower than that of the existing method. In addition, the activities of 
AUs by proposed method fluctuated smoother than the existing method. It will be perceived as natural facial expression. 
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2:  
Layer type Kernel Stride Outputs 
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Layer type Input Hidden Outputs 
LSTM 1 256 1 1 256 
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2: Training Position term  
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