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Abstract— We previously proposed a method that uses 
grammatical features to detect inadequate utterances of doctors. 
However, nonverbal information such as that conveyed by 
gestures, facial expression, and tone of voice are also important. 
In this paper, we propose a method that uses eight acoustic 
features to detect three types of mental states (sincerity, 
confidence, and doubtfulness/acceptance). A Support Vector 
Machine (SVM) is used to learn these features. Experiments 
showed that the system’s accuracy and recall rates respectively 
ranged from 0.79-0.91 and 0.80-0.94. 
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I.  INTRODUCTION 

Recently, not only western countries but also Japan are 
paying increasing attention to medical communication between 
doctors and patients. Although specific medical communication 
techniques are taught and learned in the course of medical 
education, communication gaps between doctors and patients 
still remain. One reason for this is that patients often cannot 
correctly understand the real intention behind doctors’ 
utterances.  

To address this problem, we previously proposed a method 
to detect inadequate utterances by doctors through the use of a 
Support Vector Machine (SVM) which uses grammatical 
features obtained by analyzing a dialogue corpus [1]. However 
it is very difficult to deal with “mental states” such as 
“confidence” and “sincerity” through the use of text 
information alone. To deal with these, it is important to 
consider nonverbal factors such as gestures, facial expression, 
and acoustic features. 

There are many researches to classify mental states such as 
emotion [2, 3], intention [4], and attitude [5] by using acoustic 
features. In order to detect inadequate utterances, we try to 
classify three types of mental states (sincerity, confidence, and 
doubtfulness/acceptance). Furthermore, various methods are 
utilized to classify mental states. Schuller experimented and 
compared the classifying results of linear classifiers, Gaussian 
Mixture Models, Neural Nets, and SVM. As a result, the error 
rate of SVM was the lowest [2]. Therefore, we also use SVM 
to classify mental states. 

In this paper, we propose a method that uses acoustic 
features to detect three types of mental states. In the method, an 
SVM uses eight acoustic features (Maximum of the pitch 
contour, Mean of the pitch contour, Dynamic range of the pitch 
contour, Maximum of the power contour, Mean of the power 
contour, Speaking rate, Ratio of upslope of the pitch contour, 
Ratio of upslope of the power contour) to detect three types of 
mental states (sincerity, confidence, and 
doubtfulness/acceptance).  

II. SUPPORT VECTOR MACHINE FOR CLASSIFICATION [6] 

In this section, we briefly review some fundamentals 
relevant to the use of an SVM for classification problems. For 
further details, refer to [7, 8, 9]. 
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output pattern, the support vector method approach aims at 
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where k  are positive real constants and b is a real constant. 

For ),(   one typically has the following choices: 
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      The classifier is constructed as follows. One assumes that 
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which is equivalent to  
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where )(  is a nonlinear function which maps the input space 
into a higher dimensional space. However, this function is not 
explicitly constructed. In order to make it possible to violate (3), 
in case a separating hyperplane in this higher dimensional 

space does not exist, variable k  is introduced such that 
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According to the structural risk minimization principle, the risk 
bound is minimized by formulating the optimization problem: 
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subject to (4). Therefore, one constructs the Lagrangian 
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by introducing Lagrange multipliers 

),...,1(0,0 Nkvkk  . The solution is given by the 

saddle point of the Lagrangian by computing 
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One obtains 
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which leads to the solution of the following quadratic 
programming problem: 
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such that 
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The function )( kx  in (9) is related then to ),( kxx  by 

imposing 
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which is motivated by Mercer’s Theorem. Note that for the two 
layer neural SVM, Mercer’s condition only holds for certain 
parameter values of   and  . 

      The classifier (1) is designed by solving 
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subject to the constraints in (9). One does not have to calculate 
w  or )( kx  in order to determine the decision surface. 

Because the matrix associated with this quadratic programming 
problem is not indefinite, the solution to (11) will be global 
[10]. 

      Furthermore, one can show that hyperplanes (3) satisfying 
the constraint aw 2||||  have a VC-dimension h which is 
bounded by 
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where ][  denotes the integer part and r is the radius of the 

smallest ball containing the point )(),...,( 1 Nxx  . Finding 

this ball is done by defining the Lagrangian 
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where q is the center of the ball and k  are positive Lagrange 

multipliers. In a similar way as for (5) one finds that the center 

is equal to  k kk xq )( , where the Lagrange multipliers 

follow from 
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such that 
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Based on (10), 2Q  can also be expressed in terms of 

),( lk xx . Finally, one selects a support vector machine with 

minimal VC dimension by solving (11) and computing (12) 
from (14). 

We propose a method to calculate mental states by using an 
SVM. The SVM learns acoustic features in voice data. The 
acoustic features are explained in chapter 3.  

III. ACOUSTIC FEATURES 

In order to calculate mental states of the speaker, we use the 
following eight features. 

 

 f0max : Maximum of the pitch contour 

 f0mean : Mean of the pitch contour 

 f0range : Dynamic range of the pitch contour 

 powermax : Maximum of the power contour 



 powermean : Mean of the power contour 

 speaking-rate : Speaking rate 

 f0slope : Ratio of the sample number of the upslope to 
that of the downslope for the pitch contour 

 powerslope : Ratio of the sample number of the upslope 
to that of the downslope for the power contour 

The use of various acoustic features for analyzing emotion 
from speech has been reported in many studies [3, 4, 11, 12, 
13]. From these features, we chose to use six basic acoustic 
features (f0max, f0mean, f0range, powermax, powermean, and 
speaking-rate). By way of comparison, Chuang’s method for 
recognizing emotion from speech and text uses 33 acoustic 
features including f0slope and powerslope [14].  

The values of the acoustic features are calculated as 
follows. First of all, power and pitch values are extracted for 
each sampling time. Next, silent parts and voiceless parts are 
cut based on pitch value. Then, maximum, minimum, and 
mean of the pitch contour are calculated. Dynamic range 
indicates the ratio of f0max to f0min. Maximum and mean of 
power are also calculated in the same way. Voice activity time 
divided by the number of moras in the utterance is defined as 
speaking-rate.  

f0slope and powerslope represent not only the slope but also 
the shape of each vibration in the contour. Fig. 1 shows the 
difference between these parameters. In this figure, each part 
shows the vibration of a contour. In order to show how the 
parameters are used, we assume that the length and the 
amplitude of these two contours are the same. In part A, the 
length of the upslope contour is longer than that of the 
downslope contour, while the opposite is shown in part B. The 
ratio of upslope to downslope is 3.14 (22 upslope samples to 7 
downslope samples) in part A and 0.26 (6 upslope samples to 
23 downslope samples) in part B [14]. 

IV. EXPERIMENTATION 

A. Test Data 

The results obtained in interviewing patients who had 
consulted doctors revealed that the patients prefer doctors who 
are warm-hearted, confident, easy to talk to, not repetitious, 
and who listen closely and carefully to patient’s utterances [15]. 
On the basis of these results, the following test data were 
prepared for the following utterances: 

 Whether the utterance, “ARIGATOU (Thank you.)” 
was spoken sincerely (A) or not (B) 

 Whether the utterance, “KAZEDESU (You’ve got a 
cold.)” was spoken confidently (A) or not (B)  

 Whether the utterance, “SOUDESUKA (Really?/I 
see.)” indicated doubtfulness (A) or acceptance (B) 

Ten male university students spoke all six utterances five 
times each. Three subjects checked the recorded data whether 
were ambiguous or not. Data that all three subjects classified 
correctly were used for experimentation. Data that two subjects  

 

Figure 1. The ratio of the up-slope sample number to the down-slope sample 
number. Two contours with the same wavelength are shown in parts A and 
B; the square symbols indicate down-slope samples. 

 

TABLE I. Test Data Volume 

Utterance A B Total

ARIGATOU 27 39 66

KAZEDESU 47 34 81

SOUDESUKA 42 51 93

 

classified correctly and the other did not classify were also 
used. Table 1 shows the volume of test data obtained. 

Before inputting the acoustic features into SVM, the values of 
the features were standardized. The following standardization 
process was used for f0max. Variable j is the number of speakers 
in the range [1, 10]. i indicates an utterance. Therefore, f0maxij 
indicates f0max of the ith data by speaker j. First, the mean of 
all f0max is calculated by using (15). Next, the mean of f0max for 
each speaker is calculated by using (16).  

Finally, standardized f0max’ij is calculated by using (17). 
The other features are also standardized in the same way. 
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B. Experimental Results 

The eight acoustic features described in section 3 were 
calculated for all voice data. The SVM used the Leave-One-
Out method to learn and classify the data. All possible 
combinations of the eight features were examined. Table 2 
shows the experimental results. These results are the best 
values obtained in all combinations of the features. 



TABLE II. EXPERIMENTAL RESULTS 

Mental State Accuracy Recall

Sincerity 0.79 0.82

Insincerity 0.87 0.80

Confidence 0.90 0.94

Uncertainty 0.91 0.85

Doubtfulness 0.80 0.83

Acceptance 0.84 0.84

 

Figure 2. Pitch contour of “Doubtfulness” utterance 

 

Figure 3. Pitch contour of “Acceptance” utterance 

 

The best combination of the acoustic features to classify 
“sincerity” was (f0max, powermax, powermean, speaking-rate, 
f0slope), and that for “confidence” was (powermax, speaking-rate, 
f0slope, powerslope). The best combination to classify 
doubtfulness was (f0slope, powerslope) and that to classify 
acceptance was (f0max, f0mean, powermax, powermean, speaking-
rate, f0slope, powerslope).  

Fig.2 and Fig.3 show the pitch contours for “doubtfulness” 
and “acceptance,” respectively. In the former the pitch rises at 
the end, but in the latter it does not. This kind of acoustic 
feature can be detected by using f0slope. 

V. CONCLUSION 

In this paper, we proposed a method to calculate a speaker’s 
mental states (sincerity, confidence, and 
doubtfulness/acceptance) using eight acoustic features (f0max, 
f0mean, f0range, powermax, powermean, speaking-rate, f0slope, 
powerslope). The features were learned by an SVM and 
experiments confirmed that accuracy and recall rates of 0.79-
0.91 and 0.80-0.94 respectively were obtained. This method 
was combined with our previously reported method that uses 
grammatical features to detect inadequate utterances. The 
precision and recall rates obtained by combining these methods 
were 0.84 and 0.49, respectively. 

We had previously proposed a method to detect inadequate 
utterances in medical communication based on eight 
grammatical features [1]. In future work, we will attempt to 

ascertain the best combinations of the acoustic and grammatical 
features to improve precision and recall rates. 
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